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Abstract

Incorporating tagging information to regularize the repre-
sentation learning of images usually leads to improved per-
formance in image classification by aligning the visual fea-
tures with the textual ones of higher discriminative power.
Existing methods typically follow the predictive approach,
which uses tags as the semantic labels for visual input to
make predictions. However, they typically face the problem
of handling the heterogeneity between modalities. In order to
learn accurate visual-semantic mapping, this paper presents
a visual-semantic causal association modeling framework
termed VSCNet. It aligns visual regions with tags, uses a pre-
learned hierarchy of visual and semantic exemplars to refine
tag predictions and constructs an augmented heterogeneous
graph to perform causal intervention. Specifically, the fine-
grained visual-semantic alignment (FVA) module adap-
tively locates the semantic-intensive regions corresponding
to tags. The heterogeneous association refinement (HAR)
module associates the visual regions, semantic elements and
pre-learned visual prototypes in a heterogeneous graph to
filter the error predictions and enrich the information. The
causal inference with graphical masking (CIM) module
applies self-learned masks to discover the causal nodes and
edges in the heterogeneous graph to address the spurious as-
sociation, forming robust causal representations. Experimen-
tal results from two benchmarking datasets show that VSC-
Net effectively builds the visual-semantic associations from
images and leads to better performance than the state-of-the-
art methods with enriched predictive information.

Introduction
In the field of image classification, achieving consistent rep-
resentations for each class is challenging due to the diversity
of visual factors such as background and lighting conditions
in the data (Wang et al. 2021). Prior studies have primarily
focused on enhancing the representational learning capabil-
ities of visual models by either refining the architectural de-
sign of models (Dosovitskiy et al. 2021) or improving the
strategic augmentation of data (Yun et al. 2019). Despite
these efforts, a performance bar still persists for these vision-
based techniques. To alleviate the problem in visual modal-
ity, recent methods have incorporated semantic information,
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Figure 1: The illustration of the proposed VSCNet, which
constructs fine-grained visual-semantic graphs to associate
image regions, predicted tags, and visual prototypes, and
find causal associations using graphical causal inference.

like tags, to guide the learning of visual representations since
semantic elements tend to maintain stability across differ-
ent environments. However, the heterogeneity between vi-
sual and semantic modality limits the potential gains from
cross-modal enhancement (Meng et al. 2019).

To this end, recent works mainly adapt semantic tags as
privileged information (Vapnik and Vashist 2009) and form
three types of approaches to alleviate the heterogeneous
problem. The first involves implicit alignment, where tags
are treated as semantic labels, applying tagging classifica-
tion as the auxiliary task of image classification (Xiao et al.
2023; Chen et al. 2021; Jiang et al. 2019; Huo et al. 2024).
The second is explicit alignment, which focuses on con-
straining the similarity between image features and tagging
features (Xu, Zhu, and Clifton 2023; Li et al. 2020, 2021;
Ye et al. 2023; Li et al. 2024b). The third approach involves
fine-grained alignment methods, which locate visual regions
and map them to a cross-modal space to apply fine-grained
constraints or achieve feature fusion (Min et al. 2019; Chen
et al. 2021; Wang et al. 2022; Luo et al. 2023; Wu et al. 2024;
Wang et al. 2024a). However, existing methods face chal-
lenges in managing heterogeneity at the global level, there
are inherent inaccuracies in the mapping from fine-grained
visual regions to semantic elements, which leads to errors
that propagate from tag predictions to class predictions.
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To address the above problems(Xu et al. 2024), this pa-
per proposes a fine-grained visual-semantic causal associa-
tion modeling network termed VSCNet. Different from pre-
vious cross-modal methods, VSCNet associates image re-
gions, tags, and visual prototypes in a heterogeneous graph
for representation learning, and it discovers causal associa-
tions in the graph for robust image classification. To achieve
these goals, VSCNet needs to handle two main challenges:
the first is to align the visual and semantic factors accu-
rately, and the second is to handle the data-driven bias in
visual-semantic alignment. The overall pipeline is illustrated
in Figure 1, VSCNet adaptively locates semantic-intensive
regions and aligns these regions with corresponding tags. To
achieve more precise alignment, it refines visual-semantic
associations using the pre-learned hierarchy of visual and
semantic exemplars, thereby constructing an augmented het-
erogeneous graph. Then, VSCNet employs causal inference
with graphical masking to eliminate spurious correlations
and discover causal associations related to class within the
graph. Finally, it forms causal information as enhanced fea-
tures to boost image classification performance.

Experiments are conducted on the two common datasets,
including performance comparison, ablation study of VSC-
Net’s key components, case studies, and error analysis to
assess the efficacy of visual-semantic associations. The re-
sults confirm that VSCNet can accurately identify the visual
regions corresponding to semantic tags and significantly en-
hances the robustness of image classification. In summary,
the main contributions of this paper are:

• This paper proposes a fine-grained visual-semantic asso-
ciations modeling network, termed VSCNet, which en-
hances visual representation learning by using adaptive
locating and knowledge-guided filtering to form visual
and semantic factors in a heterogeneous graph.

• This paper addresses the challenge of statistical correla-
tions interfering in semantic-guided image classification
and proposes a mask-based causal inference module to
discover causal factors in heterogeneous graphs.

• The experiments demonstrate that the proposed dynamic
location method effectively associates fine-grained visual
and semantic information. Furthermore, the hierarchical
knowledge successfully models visual patterns of tags,
laying a solid foundation for future research in this area.

Related Work
This paper explores modeling the associations between vi-
sual and semantic information. Current works primarily
achieve this through visual-semantic alignment(Zheng et al.
2024), which can be categorized into three types.

Explicit Alignment by Minimizing Multimodal Feature
Discrepancies Explicit alignment methods reduce dis-
crepancies between modalities by explicitly minimizing dif-
ferences in features or predictions. These methods usu-
ally achieve feature alignment by designing distance met-
ric functions (Chen et al. 2023; Chen and Ngo 2016; Jaritz
et al. 2022; Aslam et al. 2024) or calculating cross-modal
feature distribution differences under specific assumptions

(Li et al. 2020; Yao et al. 2022; Ahn et al. 2024). Recently,
researchers further address modality heterogeneity by de-
coupling and aligning features (Meng et al. 2019; Ye et al.
2023; Yang et al. 2022).

Implicit Alignment via Multimodal Information Inter-
acting Implicit alignment methods treat the alignment
process as an intermediate or implicit step without directly
measuring modal discrepancies. Approaches (Jiang et al.
2019; Xu et al. 2020; George and Marcel 2021) often in-
tegrate features or predictions from different modalities to
form a unified representation. Additionally, researchers have
explored using attention mechanisms (Jiang and Ye 2023) or
knowledge distillation (Huo et al. 2024) to model relation-
ships between different modalities. While these methods uti-
lize inter-modal information exchange effectively, they still
face challenges related to accurate cross-modal mapping.

Fine-grained Alignment by Modeling Visual and Seman-
tic Associations Works of fine-grained alignment seek to
identify the corresponding image regions for tags and then
apply implicit alignment for each region to capture finer
cross-modal relationships (Xu et al. 2018). However, these
methods usually adapt detection models to localize regions
(Li et al. 2022; Messina et al. 2021), making it limited in
image classification settings. Consequently, researchers are
exploring bounding box-free approaches, including dividing
feature maps into grids and using max pooling to aggregate
grid information (Chen et al. 2021), pre-defining dictionary
and learning region features through the combination of fea-
ture map and dictionary (Wang et al. 2022), and applying at-
tention maps to create region masks (Luo et al. 2023). There
are also methods that perform alignment based on tokens(Li
et al. 2024a; Zhao et al. 2024) by contrastive learning (Wu
et al. 2024) or designing cross-modal interaction modules
(Xie et al. 2022). Different from these methods, VSCNet
leverages a pre-learned hierarchy of visual and semantic ex-
emplars along with causal intervention methods to enhance
the association between visual regions and semantic factors.

Problem Formulation
Cross-modal enhanced image classification aims to improve
visual representation learning with the help of information
from another modality. The cross-modal learning dataset
typically consists of N images V = {vi|i = 1, ..., N}, their
corresponding semantic tags T = {ti|i = 1, ..., N}, and
labels Y = {yj |j = 1, ..., S} for S classes.

Conventional feature alignment methods for image clas-
sification extract visual features Fv and semantic feature Ft

during the training phase. They then apply alignment func-
tions, such as KL-divergence, to make the distribution of vi-
sual features more similar to that of semantic features, form-
ing aligned visual features Fv→t. Finally, these features are
fused to achieve the class prediction: Fv ⊗ Fv→t → Pf .

Different from previous approaches(Wang et al. 2023;
Liu, Li, and Lin 2023), VSCNet derives fine-grained aligned
representations Fv→t and predicted tag t̂. Then, it constructs
an augmented heterogeneous graph Gh using visual regions
r̂, corresponding tag predictions t̂ and a pre-learned hierar-
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Figure 2: Illustration of the proposed VSCNet. VSCNet adaptively locates semantic-intensive regions and associates region
features, predicted tags, and pre-learned visual prototypes as a graph in the HAR module. To find the causal association related
to class in the graph, VSCNet applies graphical masking to extract causal information and construct causal features.

chy of visual-semantic exemplars, and forms the graph rep-
resentations Fh. Finally, causal inference is applied to fil-
ter non-causal associations, resulting in a causal graph Gc

and forming causal representations Fc. VSCNet learns the
pipeline Fv→t → Fh → Fc ⊗ Fv → Pf of three stages:

(1) Fine-grained visual-semantic alignment: VSCNet
adaptively locates semantic-intensive visual regions r within
images, and getting predicted tags t̂ of these regions.

(2) Heterogeneous association refinement: VSCNet in-
troduces a pre-learned hierarchy of visual and semantic ex-
emplars VSE = {p → t → y} to construct an augmented
fine-grained visual-semantic graph Gh = {(r, t̂f , p),Ah}. p
is the visual prototype obtained by clustering visual regions
r, while t̂f is the tags prediction t̂ refined by VSE.

(3) Causal inference and multi-view fusion: Through
the graphical causal inference, the graph is further refined as
a causal graph Gc, and forming causal features Fc. Regional
causal features Fc are then integrated with global features
Fv for outputting visual predictions Fv ⊗ Fc → Pf .

Approach

Cross-modal enhanced image classification struggles with
modality heterogeneity, resulting in inaccurate associa-
tions between visual and semantic information, which lead
to misclassifications. To address these problems, VSC-
Net first adaptively locates semantic-intensive regions and
aligns them with corresponding tags in the fine-grained
visual-semantic alignment (FVA) module. Secondly, VSC-
Net leverages a pre-learned hierarchy of visual and semantic
exemplars to construct and refine the associations between
visual regions and predicted tags in the heterogeneous asso-
ciation refinement (HAR) module. Finally, VSCNet discov-
ers causal associations in the causal inference with graphical
masking (CIM) module by applying a soft mask to identify
causal factors for classification, as shown in Figure 2.
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Figure 3: The illustration of visual-semantic alignment un-
der different constraints. The Ll loss encourages the model
to explore diverse semantic-intensive regions.

Fine-Grained Visual-Semantic Alignment (FVA)
To explore the fine-grained associations between visual and
semantic factors(Guan et al. 2023), the initial challenge is
to locate corresponding semantic tags within the image. The
FVA module introduces the Cascaded Spatial Net (CSNet)
to achieve more accurate alignment.

Given an image v, VSCNet first extracts the global fea-
ture Fv using a visual encoder. Then CSNet extracts fea-
tures {r1, ..., rJ} of various semantic-intensive regions and
sequentially predicts the corresponding tags {̂t1, ..., t̂J}:

rj , t̂j ,Hj = CSNet(Fv,Hj−1), (1)

where j ranges from 1 to J , Hj is a learnable hidden vector
and ensures the distinctiveness of region localization, and
H0 is initialed with zero.

CSNet uses a grid generator T (.) to sample regions rj
from the whole image, using a learnable affine matrix θ,
global features Fv , and hidden vectors Hj−1 from last state:

rj = Tθ (Fv,Hj−1) = T
([

θ11 θ12 θ13
θ21 θ22 θ23

]
,Fv,Hj−1

)
,

(2)
where θ11 and θ22 control the scale, θ12 and θ21 control the
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rotation, and θ13 and θ23 control the translation.
The ground-truth labels y and tags {t1, ..., tJ} of images

are introduced to constrain the locating:

Ls = −(
∑S

i=1 yi log(ŷi) +
∑J

j=1

∑M
i=1 tji log(t̂ji)), (3)

where t̂ji is the tag predictions of image region of rj , M is
the total number of tags in the dataset.

As shown in Figure 3, an adaptive locating loss has been
proposed to encourage CSNet to explore more semantic-
intensive regions, which is formulated as:

Ll =
∑J

j (exp(−|θ(j)13 − θ̄13| − |θ(j)23 − θ̄23|) + |θ(j)12 |+ |θ(j)21 |), (4)

where θ(j) is the affine matrix of the j-th region, and θ̄(j) is
the average of affine matrix.

Heterogeneous Association Refinement (HAR)
To identify more precise correspondences between visual
regions and predicted tags, VSCNet first constructs a pre-
learned hierarchy of visual and semantic exemplars and
matches the visual prototypes with the visual regions; sec-
ondly, it refines tag predictions and constructs an augmented
heterogeneous graph after visual prototypes matching.

Visual Prototype Matching The heterogeneity of the
modalities leads to incorrect tag predictions, resulting in the
omission of precise visual-semantic associations. Analysis
of visual-semantic predictions reveals that correct tags often
appear among the top results. Therefore, VSCNet proposes
a pre-learned hierarchy of visual and semantic exemplars.

The pre-learned hierarchy of visual and semantic exem-
plars is constructed by clustering the regions r from the
training set. And stipulate regions r from the same tag t̂ in
same class y can be clustered:

p = Cluster(r, t̂, y), (5)

where p is the visual prototype of the corresponding tag,
which is represented as the center of the cluster.

The pre-learned hierarchy of visual and semantic exem-
plars VSE = {p → t̂ → y} records the visual prototypes
for tags in classes. Then, VSCNet matches the region r with
prototypes p in VSE. The matched prototypes pr are con-
necting to tagging distribution tr and class predictions Pr

from the VSE , which is illustrated as:

{pr, tr,Pr} = ϕK(r), (6)

where ϕK(.) is the operation of calculating the similarity
between regions and prototypes for matching.

Tag Prediction Refinement VSCNet refines the tag pre-
dictions of visual regions after matching the visual proto-
types. Then, VSCNet constructs an augmented heteroge-
neous graph composed of visual regions, refined tag predic-
tions, and visual prototypes.

VSCNet refines visual-semantic associations by re-
weighting previous tag predictions based on the tagging dis-
tribution tr of the matched visual prototypes pr:

t̂f = (1− αf )Softmax(̂t) + αfSoftmax(tr), (7)

where αf is the weight of semantic filtering.
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Figure 4: VSCNet uses graphical masking to achieve causal
inference on the heterogeneous graph.

Then, VSCNet constructs an augmented fine-grained
visual-semantic association graph to represent the relations
between visual and semantic factors. The graph Ga contains
nodes of visual regions r and predicted tags t̂f :

Ga = {(r, t̂f ),Aa}, (8)

where Aa is the adjacent matrix. Edges exist between re-
gions and corresponding tags, tags predicted from the same
region, and visual regions predicting the same tag.

To enrich the information of heterogeneous graph, proto-
types p from the VSE are integrated as a new type of node
into the heterogeneous graph Gh:

Gh = {(r, t̂f , p),Ah}, (9)

where Ah is the adjacent matrix. Edges exist between region
nodes and their most closely matching prototype nodes, vi-
sual prototype nodes and semantic tag nodes.

Causal Inference with Graphical Masking (CIM)
After knowledge-based refining, the noise in visual-
semantic mapping in graph Gh is alleviated. However, its
efficacy in eradicating spurious correlations between nodes
is limited because it relies on statistical information. To
address this problem, the causal inference with graphical
masking (CIM) module applies causal inference to extract
causal factors about classification from the heterogeneous
graph, thereby enhancing the robustness of predictions.

Graphical Factors Disentangling As shown in Figure 4,
to disentangle the causal and non-causal aspects of graph
Gh, self-learning node mask MX and edge mask MA are
utilized to differentiate the causal and non-causal aspects of
features (nodes) and associations (edges) on the graph Gh:

Gc = {A ⊙MA,X⊙MX} , (10)

Gn =
{
A⊙MA,X⊙MX

}
, (11)

where Gc is the graph of causal-attentive factors, Gn is the
graph of non-causal factors. MX = 1 − MX , MA =
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1−MA, standing for complementary masks. The node fea-
tures X are a concatenation of the visual region node feature,
semantic tag node feature, and prototype node feature.

Building on the causal aspects Gc and non-causal aspects
Gn derived from the heterogeneous graph Gh, VSCNet can
obtain the causal feature Fc = δc(Gc) and non-causal feature
Fn = δn(Gn) respectively, where δc and δn are GCN layers
designed to extract causal and non-causal features.

Causal Intervention The backdoor adjustment is used to
eliminate spurious correlations by integrating causal fea-
tures Fc of the current graph with non-causal features Fn

from other graphs. This integration aims to prevent non-
causal features specific to any graph from misleadingly in-
fluencing category labels. The process can be concluded as:

P (Y |do(C)) =
∑N

n∈Gn
P (Y |C, n)P (n), (12)

where C is the causal feature from current sample and n is
the confounding non-causal feature from Gn.

To achieve backdoor adjustment, VSCNet makes the im-
plicit intervention on the representation level and proposes
the following loss guided by the backdoor adjustment. For
causal aspects, we set the optimization objective to ground-
truth label y to ensure sufficient information for classifica-
tion. The objective of non-causal aspects is to capture in-
formation irrelevant to classification, ensuring these features
contribute to a uniform prediction distribution U across all
categories. Finally, the training loss can be formalized as:

Lgf = LKL(fn(Fn),U ) + L2(fc(Fc), y) + L2(fm(Fm), y), (13)

where U is the uniform distribution, fc, fn, fm are classi-
fiers for causal, non-causal, intervened features and LKL,
L2 stand for KL divergence loss and L2 norm loss.

Decision Making with Multi-view Fusion The features
Fe from the causal graph are combined with the global
features Fv to form enhanced causal visual representations
Fe = Fc ⊕ Fv . Among them, ⊕ is implemented by linear
projection in both features and follows an add operation.

Finally, predictions Pe = ϕ(Fe) is refined by the Pk from
the hierarchy of visual and semantic exemplars, where ϕ(.)
is a linear classifier. This can be formed as:

Pf = Softmax (Pe)⊗ Softmax (Pk) , (14)

where ⊗ is the summation of predictions.

Training Strategies
The training of VSCNet follows two steps: The first step is
training Cascaded Spatial Network. After refining tagging
predictions and constructing an augmented graph, the aug-
mented graph can be used directly in the second step for
heterogeneous causal graph-based image classification. The
details are as follows:

• Step 1 (Train of Cascaded Spatial Network): CSNet
locates the association between visual regions r and tag-
ging predictions t̂. The process is constrained by:

LAL = Ls + αlLl, (15)

where αl is the weight factor.

Datasets #Classes #Words #Training #Testing
Ingredient-101 101 446 68,175 25,250

NUS-WIDE 81 1000 121,962 81,636

Table 1: Statistics of the datasets used in the experiments.

• Step 2 (Train of causal intervention and graph fusion
networks): Freezing Cascaded Spatial Net and training
causal network with graphical masking and then integrat-
ing global features Fv . The inference of the image clas-
sification is constrained by:

Lff = Lcls(Pe, Y ) + αgfLgf , (16)

where αgf is the weight factor.

Experiments
Experiment Settings
Datasets To demonstrate the generality of VSCNet in
different domains, the cross-modal image classification
datasets Ingredient-101 (Bolaños, Ferrà, and Radeva 2017)
and NUS-WIDE (Chua et al. 2009) are used in the experi-
ments. Table 1 shows their statistics information.

Evaluation Protocol For the Ingredient-101 dataset of
single-class prediction task, we use Top-1 and -5 accura-
cies following previous works (Meng et al. 2019; Jiang
et al. 2019) to evaluate the performance. For the NUS-WIDE
dataset, we followed the original setups (Chua et al. 2009)
to use Top-1 and -5 precision and recall.

Implementation Details During training, the batch size is
fixed at 64 and the Adam optimizer is adapted with a learn-
ing rate chosen from 5e-5 to 5e-3. The decay rate of learning
rate was chosen from 0.1 and 0.5 with a interval of 4 epochs.
For VSCNet, since it is a model-agnostic framework, we in-
vestigated the ResNet18 (RN18) (He et al. 2016), ResNet50
(RN50) and ViT (Dosovitskiy et al. 2021) as base models.
We use ART (Meng, Tan, and Wunsch 2015; Meng, Tan,
and Xu 2013; Wang et al. 2024b; Chen et al. 2023) as our
clustering algorithm, and set the clustering parameter from
0.8 to 0.9. During the training of the CSNet, we set the up-
per bound factor as 0.2 and the lower bound factor as 0.8,
respectively. The loss weights αl are chosen from {0.1, 1,
10, 100}. The weight of filtering αf is selected from 0.1 to
0.5. The top number J of regions is selected from {5, 10, 15},
the number M of regions is selected from {3, 4, 5}.

Performance Comparison
We compared VSCNet with eleven state-of-the-art methods:
including ResNet-18 (He et al. 2016), ResNet-50 (He et al.
2016), ViT (Dosovitskiy et al. 2021), RepVGG (Ding et al.
2021), RepMLPNet (Ding et al. 2022), VanillaNet (Chen
et al. 2024), CMFL (George and Marcel 2021) and IRRA
(Jiang and Ye 2023), MSMVFA (Jiang et al. 2019), SSAN
(Li et al. 2020), Disentangle-VAE (Li et al. 2021), and C2KD
(Huo et al. 2024), CHAN (Pan, Wu, and Zhang 2023) and
MGCC (Wu et al. 2024). To make a fair comparison, the
hyper-parameters of all models are chosen in above section,
due to the specific nature of the MGCC method, it uses ViT
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Methods Algorithms Reference Ingredient-101 NUS-WIDE
Acc@1 Acc@5 P@1 P@5 R@1 R@5

Visual Modality

ResNet18 CVPR’16 0.784 0.938 0.785 0.391 0.439 0.846
ResNet50 CVPR’16 0.820 0.949 0.786 0.391 0.440 0.846
RepVGG CVPR’21 0.836 0.965 0.797 0.394 0.448 0.856

Repmlpnet CVPR’22 0.838 0.965 0.801 0.405 0.453 0.877
VanillaNet NeurIPS’24 0.845 0.960 0.801 0.395 0.456 0.857

ViT ICLR’21 0.854 0.967 0.796 0.395 0.445 0.855

Implicit Alignment
MSMVFA CVPR’19 0.841 0.965 0.798 0.395 0.443 0.855

CMFL CVPR’21 0.810 0.956 0.809 0.402 0.456 0.871
IRRA CVPR’23 0.849 0.967 0.797 0.393 0.447 0.852

Explicit Alignment
SSAN MM’20 0.838 0.963 0.803 0.396 0.450 0.855
D-VAE AAAI’21 0.830 0.958 0.811 0.402 0.459 0.872
C2KD CVPR’24 0.832 0.962 0.815 0.400 0.458 0.865

Fine-grained Alignment

CHAN CVPR’23 0.846 0.970 0.810 0.403 0.461 0.871
MGCCV iT AAAI’24 0.871 0.975 0.821 0.412 0.468 0.894

VSCNetRN18 Ours 0.829 0.957 0.812 0.405 0.465 0.879
VSCNetRN50 Ours 0.865 0.967 0.822 0.409 0.470 0.887
VSCNetV iT Ours 0.886 0.973 0.826 0.413 0.474 0.894

Table 2: Performance comparison of algorithms. Metrics are Top-1/Top-5 Accuracy (Acc), Precision (P), and Recall (R).

as the backbone, while all other alignment methods use pre-
trained ResNet-50 as the backbone. The following observa-
tions are drawn from Table 2:
• VSCNet achieved significant improvements based on

different backbones. It demonstrates the effects of mod-
eling fine-grained associations for image classification
and shows the backbone agnostic character of VSCNet.

• VSCNet generally achieved better performance than
other algorithms in both datasets. It is reasonable since
VSCNet is able to generate a “visual-semantic-class” hi-
erarchy to utilize the predicted visual-semantic associa-
tions to accurately infer the image classes.

• ViT and VanillaNet have significantly improved the
performance compared to other visual backbones.
Benefiting from the discriminative power of transformer
and activation function, ViT and VanillaNet outper-
formed other methods on both datasets up to 8%.

• The explicit alignment methods usually obtain better
performance than implicit alignment. It demonstrates
that learning visual features can benefit more from ex-
plicit feature alignment than implicit regularization.

• In fine-grained alignment methods, regional position-
ing and information aggregation affect its perfor-
mance. MGCC shows high top-5 performance, but poor
information aggregation downgrades the top-1 perfor-
mance compared to VSCNet.

Ablation Study
In this section, we further studied the working mechanisms
of different modules of VSCNet, as shown in Table 3. The
following findings could be observed:
• The noise in visual-semantic inference downgrades

the performance gains. Since visual-semantic mapping
incurs predictive uncertainties, using solely the predicted
tags to predict classes (+L) may not bring improvement,
even when combined with the heterogeneous graph (+G).

Models Ingredient-101 NUS-WIDE
Acc@1 Acc@5 P@1 R@1

Base 0.854 0.967 0.796 0.445
+L 0.846 0.912 0.777 0.436

+L+G 0.858 0.932 0.778 0.437
+L+K 0.862 0.934 0.781 0.439

+L+K+G 0.869 0.959 0.822 0.469
+L+K+G+C 0.871 0.960 0.824 0.472

+L+K+G+C+F 0.886 0.973 0.827 0.473

Table 3: Ablation study of VSCNet with ViT backbone.

• With the pre-learned hierarchical visual-semantic ex-
emplars (+K), filtered tags achieve better classifica-
tion performance. The results of (+L+K) are compara-
ble to the base model on Ingredient-101, demonstrating
the effectiveness of HAR for handling noise. While it
shows limited improvement on NUS-WIDE with noisy
semantics, but the refined associations are beneficial
when combine with heterogeneous graph (+L+K+G).

• Fusion of information through heterogeneous graphs
and causal inference (+C) in graphs significantly im-
prove model performance. Causal intervention effec-
tively adjusts the associating weights between nodes,
making the relationships in heterogeneous graphs more
accurate. Further multi-view fusion (+F) of information
also improves the classification effect.

Case Study
Effect of Cascaded Spatial Net in Visual-Semantic Align-
ment This section further studies the quality of visual-
semantic associations learned by the CSNet. As shown in
Figure 5, regions can well correspond to semantic tags. Ob-
viously, in case (a) and case (c), they are just local scaling
of the original image. Although the regions for “cloud” and
“city” have a large rotation and stretching in cases (b) and
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Image  “animal”  “cloud” “street” “city”
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(d)

Class: Street

Image

Figure 5: The effect of visual semantic predictions on lo-
cated visual regions with different semantic tags.

Patches Aligned with the semantic word “ship” under different classes

(b) Class: water

(a) Class: ocean and water

√

×

√

×

Figure 6: Showcase of the retained and discarded clusters of
our generated visual-semantic hierarchy.

(d). In general, they can still retain the corresponding se-
mantics. Notably, the regions generated by CSNet are easy
to build visual-semantic connections for specific tags (such
as “animal” and “street”). This is mainly because they have
regular forms of vision. For some semantics with diversity
in visual form (such as “cloud” and “city”), the resulting re-
gions are usually getting more rotated and scaled for search-
ing the attention region of corresponding semantic tags.

Quality Estimation of Pre-learned Visual-Semantic Ex-
emplars As shown in Figure 6, the hierarchy of visual-
semantic exemplars discards some low-quality patterns and
retains the high-quality patterns. The semantic tag “ship” ex-
hibits various behaviors in different clusters. For the class
“ocean and water”, the features of “ship” in the first line
are clearly visible, but not obvious in the second line. The
reason lies in the poor quality of the original image. The hi-
erarchical association filtering filters the patterns shown in
the second line. Obviously, for the class “water”, the visual
pattern in lines three and four are chaotic and unified respec-
tively. And the patterns with no clear features are discarded
and the patterns with visible features are retained.

Error Analysis
This section provides an analysis of the VSCNet in success
and failure cases, where VSA is visual-semantic alignment,
TPR is tag predictions refinement, VPM is visual prototype
matching, CMI is causal inference with graphical masking,
and MF is multi-view fusion. As observed in Figure 7 (a), the
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CIM MF
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Figure 7: Error analysis of VSCNet. The ground-truth labels
are red in predictions. (a) Both visual and knowledge-based
predictions work for easy cases. (b) TPR refines the seman-
tic predictions, leading to improved content-based and fused
predictions. (c) Failures in TPR refinement can be alleviated
by global information. (d) Small visual targets may lead to
wrong predictions.

visual and knowledge-based predictions successfully pre-
dicted the correct class, and fused for robust predictions.
In Figure 7 (b), for multiple semantic prediction, the pre-
dicted semantics only hits one correct tag, and the WPR
refined some wrong predictions, which helps the raw and
knowledge-based prediction make correct decisions. Figure
7 (c) shows the case that semantic features are similar to
others not in the image, refined semantics may fail and lead
to a decline in the performance of knowledge-based predic-
tions, but the raw predictions can help to reduce the error in
fusion. Figure 7 (d) depicts the case that the predicted and
refined semantics make wrong predictions for small targets.
The knowledge-based and raw predictions failed in image
recognition, which makes the model unable to predict the
correct class. They demonstrate that VSCNet can produce
more robust classification results by filtering misinformation
and fusing multi-channel knowledge.

Conclusion

This paper presents a novel approach termed VSCNet,
to achieve fine-grained alignment in image classification,
which can dynamically locate semantically meaningful vi-
sual regions without the supervision of bounding boxes.
Then, pre-learned hierarchy of visual and semantic exem-
plars and graphical masking module are created to handle
the predictive errors in cross-modal inference. Our future
work has two key concerns. First, the cost of constructing
VSE will increase as the scale of datasets grows, the balance
of efficiency and accuracy as well as applying it to other
fields like federated learning (Qi et al. 2024; Liu, Li, and Lin
2023; Meng et al. 2024) are important. Second, it is worth
exploring whether the fine-grained alignment could benefit
the foundation models in their training or fine-tuning.
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