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ABSTRACT

Scene text editing(STE) aims to modify the text in the scene

image to the target text while retaining the original style. Ex-

isting models are based on GAN, where the source image and

the target text are input only once during the generation pro-

cess, and this approach could not fully obtain the style of the

source image and content of the target text. In this paper, we

propose an STE method based on the classifier-free guidance

diffusion model. To our best knowledge, our model is the first

work that developed diffusion models to handle the STE task.

Specifically, we divide the STE task into multiple steps and

extract style information and text content information in each

step. In addition, we introduce the letter embedding method

as guidance. We experimentally prove that our method out-

performs other STE models in terms of overall realism and

maintaining glyphs.

Index Terms— Scene Text Editing, Diffusion Model,

Text Synthesis

1. INTRODUCTION

Commonly found on billboards, store signs, and road signs,

text in scenes contains rich information and plays a significant

role in multimedia applications. Scene text editing (STE) is

a technique to modify the text in scene images to the target

text while preserving the original style and background, and

is one of the cores of today’s rapidly developing AR technol-

ogy, which can be used for tasks such as image correction and

AR translation. STE usually contains many subtasks, such

as text style migration, background restoration, image fusion,

etc. Therefore STE is a very challenging task.

STE was initially proposed by STEFANN [1], and exist-

ing STE models [2–4] are basically divided into two parts:

text processing and background processing, i.e. Stylized text

images and restored background images are generated sepa-

rately and then fused. To the best of our knowledge, all previ-

ous works use the GAN model as the baseline, which has the

advantage of fast training, but because GAN is a one-step gen-

eration method, it cannot fully extract the information of style
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Fig. 1. Overview of our approach. Our method is based on

the classifier-free guidance diffusion model, in each step of

the generation, source image and target text are fed into the

model in different ways.

image and text content, and often has the problem of poor

text style conversion. Previous works mostly input the text

content as a background-free text image in some fixed style,

which will cause the text encoder to be disturbed by other

unnecessary information when acquiring the text information

and hinder the content generation. Although STEFANN [1]

uses one-hot vectors for text input, it can only modify one

letter at a time and cannot coordinate the overall style. In ad-

dition, previous models use some pre-trained models to assist

in training, such as VGG, text recognizer and font classifier,

which introduces supervised information outside of this task

and makes the model more complex.

We note that current image translation tasks based on dif-

fusion models are generally built on datasets like ImageNet

[5], which is more biased toward objects in nature, but few

models focus on the text image, so the ability of diffusion

models in generating text images has not been well explored.

In this paper, we propose a new STE method based on the dif-

fusion model. Compared with previous STE models, which

contain various complex modules with different functions,

our model consists of only one U-Net [6] and does not con-

tain any pre-training modules. In our model, the target text is

input as a string after being encoded to avoid the interference

of other information in the text image. Compared to the pre-

vious STE model, this text input method does not require the
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prior generation of standard-style text images, which further

simplifies the model. We also use the scene text image with

the background as the source image without separating the

background from the text image. Using the multi-step gen-

eration feature of the diffusion model, we input the text and

image information into the model at each step of the denois-

ing process, as shown in Figure 1. Compared with the one-

step generation based on GAN, our model can extract more

comprehensive features and correct possible errors in the pre-

vious generation at each generation step to enhance the con-

trol of details. Our experiments on several public benchmarks

demonstrate this model’s advantages in generating quality.

The contributions we have made can be summarized as

follows:
• To the best of our knowledge, we build the first scene

text editing framework based on the classifier-free dif-

fusion model with both source images and content char-

acters as guides.

• We propose a guidance method based on letter embed-

dings, which uses semantic-level information and fo-

cuses more on the text content itself, without the inter-

ference of the image information of the text content.

• Experimental results show that our method exhibits su-

perior performance on STE tasks compared to previous

STE models and provides experience for future explo-

ration of STE methods based on diffusion models.

2. RELATED WORK

2.1. Scene Text Editing

Scene Text Editing (STE) is a new task developed in recent

years from Scene Text Recognition (STR), whose goal is to

modify the text content in the scene text image while preserv-

ing its glyph style and background.

STE task was first proposed by STEFANN [1]. This

model edits individual letters in a scene image. SRNet [2]

generates and then fuses the background and foreground (text

content) separately and uses a skeleton to constrain the text

structure. SwapText [3] adds the attention module and Con-

tent Shape Transformation Network (CSTN) to SRNet to im-

prove the generation capability for curved and skewed text.

RewriteNet [7] finds that the model is vital for semantic un-

derstanding and adds a text recognition module to enhance

network generation. TextStyleBrush [8] noticed the ability of

StyleGAN [9] to control high-level semantic information in

the hidden space and accomplished unsupervised STE tasks

based on StyleGAN2 [10]. However, due to the one-step gen-

eration feature of GAN models, these models often do not

perform the style transformation well.

2.2. Image-to-Image Translation

The rapid development of image generation[11, 12] models in

previous years has given birth to many classical models, rep-

resentative of which are GAN [13–19] and VAE [20]. Ben-

efiting from the advancement of generation models, the im-

age translation task is also developing rapidly. Isola et al.

[21] proposes the pix2pix model based on conditional GAN,

which implements the content of generated images through

image control. VQ-VAE [22] discretizes the latent space of

VAE to better fit some modalities in natural images.

In recent years, diffusion model [23] has become well-

known for its excellent generation quality, but the training and

sampling costs are much higher than those of GAN and VAE,

so people are constantly exploring ways to optimize the dif-

fusion model [24–27].

3. APPROACH

3.1. Overview

We propose a diffusion model-based approach for STE tasks,

which follows the classifier-free guidance diffusion method

[28], and the model structure is shown in Figure 2. In training

phase, the input of the model can be represented by a triplet

(y, s, x0), where y is the source image with the background,

s is the target text, and x0 is the ground truth. The output is

a Gaussian noise ε. In testing phase, the input is (y, s, xT ),
where xT ∼ N (0, I), and the output is the target image x0.

For more details on the diffusion model, please see [23].

3.2. Diffusion Process for STE Task

Denoising Diffusion Probabilistic Models (DDPMs) learns

the reverse process of a Markov chain that uses noise to pol-

lute images gradually. Starting from a pure Gaussian noise

xT , DDPMs gradually remove the applied noise and obtain a

noise-free image x0.

The forward diffusion method and notations in [23] are

used in our model, with adaptations for the STE task. Specifi-

cally, in the training phase, given a set of input data (y, s, x0),
along with a random integer t from (0, T ), where T denotes

the maximum number of diffusion steps, x0 is noise-added

according to the following equation:

q(xt|xt−1) = N (
√

1− βtxt−1, βtI) (1)

where βt is the hyperparameter. Due to the additivity of the

Gaussian distribution, it is possible to use only one step of the

noise addition process:

q(xt|x0) = N (
√
ᾱtx0, (1− ᾱt)I) (2)

With the use of the reparameterization trick, Equation 2 can

be written in a more comprehensible form:

xt =
√
ᾱtx0 +

√
1− ᾱtεt (3)

where εt ∼ N (0, I), αt = 1−βt and ᾱt =
∏t

i=1 αi, ᾱ0 = 1
and tends to 0 as t increases. Input (y, s, xt) into the model,
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Fig. 2. The overall structure of our model. We use the classifier-free guidance diffusion model. In each step of the reverse

diffusion, the source image is input to U-Net with the result of the previous step in the channel dimension splicing, and the

target text enters the network as some letter embedding through the cross-attention module.

and the model should output the original x0, or the noisy εt
added to it, according to the style of y, the content of s and the

ground truth xt with noise. Here we make the model output

noise εt:
ε̂t = fθ(y, s, xt) (4)

Our model does not require any additional pre-trained model

to induce losses and has only one loss function:

L = Ey,s,x0
‖εt − ε̂t(y, s, x0)‖2 (5)

The training process is summarized in Algorithm 1.

In sampling phase, the input to the model is (y, s, xT ).
Specifically, due to the setting of the hyperparameter αt, xT

can be approximated as a random variable obeying N (0, I)
when T = 1000, which can be obtained by simple sampling.

The sampling process has T steps. In each step, the model

predicts the noise εt based on (y, s, xt), and obtains x̂0 from

the inverse form of Equation 3, and then adds noise using

Equation 3 to obtain xt−1, which is the input for the next

step. The sampling process is summarized in Algorithm 2.

3.3. Guidance in Each Step

In order to make the diffusion model applicable to STE tasks,

we adapted the reverse denoising step of the diffusion model.

In each denoising step, the source image y is input to U-

Net in the form of an image stitched with xt in the channel

dimension, and this input is used as the Query in the first

cross-attention module of U-Net. Target text s is encoded and

turned into letter embedding, which is used as Key and Value

in the cross-attention module:

Q = WQf(xt, y) K = WKEmb(s) V = WV Emb(s)

where f(·) represents the Resblock in the network and its

inputs are xt and y only if f(·) is the first Resblock, other-

wise its input is the output of the previous attention module.

Emb(·) represents the embedding layer. This fusion consid-

ers the different structures of y and s with the different infor-

mation they provide and feeds them into the model in different

ways to make the most of them.

4. EXPERIMENTS

In this section, we present the results in Figure 3 to demon-

strate the excellent capability of our model for the STE task.

We compare our model with other STE models to demonstrate

the superiority of our approach. In addition, we also evaluate

our model with a target text length test.

4.1. Datasets

Our experiments use a variety of datasets, including the syn-

thetic dataset and the real dataset.

Synthetic data. We obtain synthetic data according to the

method provided by SRNet [2], which generates pairs of data

for supervised learning. We use 100 fonts and 1000 back-

ground images to generate a total of 110,000 training images

and 1000 test images.

ICDAR 2013. [29] This set of images is part of the IC-

DAR 2013 Robust Reading Competition. Compared to other

real datasets, the images of ICDAR 2013 have a higher res-

olution and prominent text. There are 848 and 1095 word

images in the original training set and test set, respectively.

ICDAR 2015. [30] This set of images is part of the IC-

DAR 2015 Robust Reading Competition, which was designed

to be more challenging than ICDAR 2013. Most of the images

in this set have low resolution and viewpoint irregularities.

Street View Text. [31] (SVT) is collected from Google

Street View and contains 647 images in the test set. Many of

the images are heavily corrupted by noise and blur, or have

very low resolution.
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Fig. 3. Scene Text Editing results. We paste the output image directly back to the location where the source image image is

located, without using any fusion algorithm.

Algorithm 1 Training Process

Input: Dataset D{(xi
0,y

i, si)Ni=1}
Output: Noise ε added to x0

1: repeat
2: (x0,y, s) ∼ D
3: t ∼ Uniform({1, ..., T})
4: ε ∼ N (0, I)
5: xt ← √

ᾱtx0 +
√
1− ᾱtε

6: Take gradient descent step on

7: ∇θ‖ε− εθ(xt,y, s, t)‖2
8: until converged

Algorithm 2 Sampling Process

Input: y: scene text image that provides style; s: target text;

Output: x0: scene text image that has the style of y with the

content of s;

1: xT ∼ N (0, I)
2: for t = T to 1 do
3: z ∼ N (0, I) if t > 1, else z = 0

4: xt−1 = 1√
αt

(
xt − 1−αt√

1−ᾱt
εθ(xt,y, s, t)

)
+ βtz

5: end for
6: return x0

4.2. Implementation Details

In the training phase of the diffusion model, we set T = 1000
and the forward process variances to constants increasing lin-

early from β1 = 10−4 to βT = 0.02. The letter embedding

length is 20. In the sampling phase, we follow the sampling

method of DDPM [23]. In our generated dataset, the image

size is 64 × 128, and the batch size is 32. The Adam op-

timizer with β1 = 0.9, β2 = 0.999, and lr gradually decays

from 2−4 to 2−6 after 200 epochs are used to optimize the

whole framework. We used an Nvidia Geforce RTX 3090 to

train the model for seven days, accumulating 600 epochs.

Table 1. Recognition accuracy on real world datasets.

Model ICDAR13 ICDAR15 SVT

SRNet[2] 37.13 16.21 29.83

STEFANN[1] 18.62 7.84 21.81

DSE-NET[32] 73.08 62.97 69.24

Ours 92.34 89.21 84.15

Table 2. Quantitative results on synthetic test dataset.

Model
Synthetic dataset

Ac ↑ FID ↓ SSIM ↑ PSNR ↑
SRNet[2] 17.40 103.26 0.32 16.46

STEFANN[1] 12.25 188.84 0.10 10.02

DSE-NET[32] 57.21 128.47 0.06 8.30

Ours 82.62 89.40 0.23 17.81

4.3. Performance Comparison

We compare our model with three models: SRNet [2], STE-

FANN [1] and DSE-NET [32]. Although DSE-NET was not

designed for STE tasks, we trained it in the same way as other

STE tasks. During the comparison, the text content was en-

tered only in character encoding in our model and in a stan-

dard format with Arial font and gray background images in

the other models due to the different ways of data input.

Visual Comparison. The comparison results are shown

in Figure 4. We show the results of comparing our model with

the rest of the models under several different source images.

Due to the specificity that STEFANN can only edit a single

letter, we generate many results in each comparison and se-

lect the best visually appealing image from them for display.

From the comparison results, we can see that our model not

only performs well on source images with standard fonts but

also performs significantly better than other models on source

images with more fancy fonts and even source images in dif-

ferent languages.

Quantitative Comparison. We further conduct quanti-

tative comparisons in terms of MSE, FID, PSNR, SSIM, and
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Source Image Target Text

David

STEFANN[1] SRNet[2] DSE-NET[24] Ours

Camera

Finish

Damage

Back

Fig. 4. Visual comparison with other methods. Except for our model, the text content of all models is input as images, and

only the text content is shown. Since the real-world image does not have the ground truth, it is not shown.

Recognition Accuracy. MSE, FID, PSNR, and SSIM are used

to measure the image quality and style similarity of the out-

put image, and recognition accuracy is used to measure how

well the output image text content matches the target text con-

tent. To obtain recognition accuracy, here we use a pre-trained

scene text recognition model1. It is worth mentioning that

since all the OCR datasets we used did not have ground truth

for the STE task, we calculated only on the synthetic dataset

for metrics other than recognition accuracy. The quantita-

tive comparison results on the OCR datasets and the synthetic

dataset are shown in Table 1 and Table 2, respectively. The

quantitative comparison results show that our model achieves

the best results in recognition accuracy, indicating that the

ability to extract information about text content is far superior

to other models. Regarding image quality metrics, SRNet is

slightly better at restoring background details than our model

because it uses an additional module to separate the back-

ground from the foreground. Therefore, experiments con-

ducted on the synthetic dataset show that SRNet’s SSIM is

better than our model but slightly inferior to ours in terms of

FID and PSNR.

4.4. Effectiveness of Letter Embedding Guidance

In this section, we compare the two approaches: the letter

embedding + cross-attention approach proposed in this paper

with the textual content-as-image input approach widely used

by other STE frameworks. Here we introduce variance as a

metric to measure the two methods’ ability to control the dif-

fusion model’s randomness. This is done by generating ten

results with the same target text for each test image, calculat-

ing the variance of these ten results, and taking the mean value

1https://github.com/clovaai/deep-text-recognition-benchmark

Table 3. Effectiveness of letter embedding guidance.

Method Ac ↑ FID ↓ SSIM ↑ PSNR ↑ Var ↓
content as image 56.71 125.69 0.16 11.58 3.24

letter embedding 82.60 89.40 0.23 17.81 0.93

for all test images. The test results are shown in Table 3. To

facilitate the measurement of variance, we scaled the pixel

values of the images to between 0 and 10. The experimental

results show that the letter embedding + cross-attention ap-

proach outperforms the content-as-image approach in all met-

rics. In particular, variance metric indicates that our method

can provide better constraints on the generated results.

4.5. Robustness for Different Text Lengths.

To demonstrate that our model is robust to the length of the

target text, we conducted multiple sets of experiments, as

shown in Figure 5. Multiple sets of results with the text con-

tent of different lengths are generated for the same stylized

reference image. The results show that our model has excel-

lent generation results for text contents of different lengths.

5. CONCLUSION

This paper proposes a novel STE method based on the diffu-

sion model. Compared to most previous methods that gen-

erate and fuse foreground and background separately, our

model contains only a U-Net, which requires less supervised

information and does not contain any pre-trained model to

guide the generation. We also propose a method to input tex-

tual information into the U-Net in a letter embedding man-

ner based on a classifier-free guided diffusion model, which
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Source Image Generated Image

Clo Close Closese

Dav David Davidid

ham hambur hamburger

Fig. 5. Robustness for Different Text Lengths. Generated

images from our model when the lengths of target texts are

different. When the text length changes, the generation qual-

ity is not affected.

can more significantly reduce the input of distracting infor-

mation than the text image stitching method used in previous

STE models, and can better control the diversity that diffusion

models have. Our visual and quantitative experiments on mul-

tiple datasets demonstrate the effectiveness of our method.
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