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ABSTRACT
In this paper, we focus on generating photo-realistic images from
given text descriptions. Current methods first generate an initial im-
age and then progressively refine it to a high-resolution one. These
methods typically indiscriminately refine all granularity features
output from the previous stage. However, the ability to express
different granularity features in each stage is not consistent, and
it is difficult to express precise semantics by further refining the
features with poor quality generated in the previous stage. Current
methods cannot refine different granularity features independently,
resulting in that it is challenging to clearly express all factors of
semantics in generated image, and some features even become
worse. To address this issue, we propose a Hierarchical Disentan-
gled Representations Generative Adversarial Networks (HDR-GAN)
to generate photo-realistic images by explicitly disentangling and
individually modeling the factors of semantics in the image. HDR-
GAN introduces a novel component called multi-granularity feature
disentangled encoder to represent image information comprehen-
sively through explicitly disentangling multi-granularity features
including pose, shape and texture. Moreover, we develop a novel
Multi-granularity Feature Refinement (MFR) containing a Coarse-
grained Feature Refinement (CFR) model and a Fine-grained Feature
Refinement (FFR) model. CFR utilizes coarse-grained disentangled
representations (e.g., pose and shape) to clarify category informa-
tion, while FFR employs fine-grained disentangled representations
(e.g., texture) to reflect instance-level details. Extensive experiments
on two well-studied and publicly available datasets (i.e., CUB-200
and CLEVR-SV) demonstrate the rationality and superiority of our
method.
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Figure 1: The illustration of our idea. Our model explicitly
disentangles multi-granularity features (pose, shape and tex-
ture). The coarse-grained disentangled representations are
used in CFR to clarify category information, and the fine-
grained disentangled representations are used in FFR to re-
flect instance-level details.
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1 INTRODUCTION
Text-to-image synthesis requires an agent to generate a photo-
realistic image according to the given text descriptions. Due to the
significant potential in many applications, such as art generation
[31] and computer-aided design [1], text-to-image synthesis has
become an active research area in both natural language processing
and computer vision communities.

To expressmore explicit category information and richer instance-
level details, leveraging the power of GANs [4], multi-stage meth-
ods [27–29] are designed to first generate initial low-resolution
images and then refine the initial images to high-resolution ones.
Based on the multi-stage generative model, recent methods are not
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only conditioned on text embedding but incorporated with addi-
tional supervision. Common additional supervision information
includes layout [6, 7, 18], scene graph [12, 14], and semantic mask
[8, 10, 25, 26].

All the above methods do not explicitly disentangle and individu-
ally model the factors of semantics in the image but indiscriminately
refine all granularity features at each stage. However, the ability
to express different granularity features in each stage is not con-
sistent, and the refinement result of each stage depends heavily on
the output quality of the previous stage [34], which means that it
is challenging to express precise semantics by further refining the
features with poor quality generated in the previous stage. This
results in that current text-to-image synthesis methods cannot en-
sure good modeling of all granularity features simultaneously at
a particular stage and make the final generated results unable to
express explicit category information and instance-level details.

To address the above issues, we propose a Hierarchical Disen-
tangled Representations Generative Adversarial Networks (HDR-
GAN). In our model, we first add a novel component called multi-
granularity feature disentangled encoder. Adding this component
is inspired by pose estimation [24, 32] and semantic segmentation
[13] tasks which show learning features in multi-granularity with a
multi-branch deep network can effectively improve network perfor-
mance. We build a multi-granularity feature disentangled encoder
upon FineGAN [21] and MixNMatch [30], which learn to disen-
tangle the factors of variation in the data using information the-
ory. Multi-granularity feature disentangled encoder contains three
branches which can represent image information comprehensively
through explicitly disentangling multi-granularity features includ-
ing pose, shape and texture. We divide these branches into a coarse-
grained disentangled encoder related to category information and a
fine-grained disentangled encoder related to instance-level details.
Moreover, we develop a novel Multi-granularity Feature Refine-
ment (MFR) to enhance the expression of semantic information
at different scales by gradually refining the disentangled repre-
sentations of different granularity features and serving them as
additional supervision information (as shown in Figure 1). MFR
applies a Coarse-grained Feature Refinement (CFR) model and a
Fine-grained Feature Refinement (FFR) model for image refinement.
Specifically, CFR disentangles coarse-grained representations from
the initial image through a coarse-grained disentangled encoder
and utilizes disentangled representations as additional supervision
to clarify category information. In the following stage, FFR dis-
entangles fine-grained representations from the generated image
of CFR through a fine-grained disentangled encoder and employs
fine-grained representations as additional supervision to reflect
instance-level details. MFR can match the generation capabilities
of the refinement process at different stages, refine different granu-
larity features independently, strengthen the expression of specific
scale semantics at different stages, and finally generate realistic
images from text descriptions. Extensive experiments on CUB-200
and CLEVR-SV datasets demonstrate that our method significantly
outperforms the state-of-the-art methods, with more accurate cate-
gory information and richer instance-level details in the generated
image. Moreover, we conduct a series of analysis experiments to
evaluate the importance of each component in our approach and
further validate the effectiveness of HDR-GAN.

Our main contributions are summarized as follows:
•We are the first to introduce multi-granularity feature disen-

tangled representations into text-to-image synthesis. We introduce
a novel component called multi-granularity feature disentangled
encoder to represent image information comprehensively through
explicitly disentangling multi-granularity features.

• We develop a novel Multi-granularity Feature Refinement
(MFR) to preferentially refine features that have better initial rep-
resentation in the previous stage and thus gradually enhance the
expression of semantic information at different scales.

• The experimental results demonstrate that HDR-GAN out-
performs the state-of-the-art approaches. The generated images
contain more explicit category information and richer instance-
level details.

2 RELATEDWORK
According to the level of supervision, current methods can be di-
vided into approaches that use single captions as input versus ap-
proaches that use captions and additional information.

Direct Text-to-Image Synthesis Approaches that do not use
additional supervision information use only the image caption as
conditional input. Reed et al. propose GAN-INT-CLS [17] which
conditions the generation process on sentence embedding obtained
from a pre-trained text encoder to generate images with consistent
content. TAC-GAN [3] employs an additional auxiliary classifica-
tion loss inspired by AC-GAN [20], where the discriminator outputs
both the sources (real/fake) and the classes. In order to synthesize
higher resolution images, StackGAN [28] divides the generation
process into two stages which first generates a low-resolution rough
initial image, and then refines the initial image to a high-resolution
photo-realistic one. Compared to StackGAN [28], StackGAN++ [29]
improves the architecture to a tree structure which contains multi-
ple generators and multiple discriminators. AttnGAN [27] is built
upon StackGAN++ [29] and adds attention mechanisms component
into a multi-stage generator pipeline. The attention mechanisms
component allows the network to synthesize fine-grained details
based on relevant local words embedding. DM-GAN [34] introduces
a memory writing gate to the refinement stage that is capable of
dynamically selecting relevant words according to the initial image.
MirrorGAN [16] learns text-to-image generation by aligning the
re-description of the generated image with the given text descrip-
tion. In VQA-GAN [15], questions and answers (QAs) are chosen as
locally-related texts, which makes it possible to use VQA accuracy
as a new evaluation metric.

Text-to-Image Synthesis with Additional Supervision Ap-
proaches use not only the image caption but additional supervision
information as conditional input. These methods pay attention to
refining salient objects in a local region. GAWWN [18] generates
images which condition on both textual descriptions and object
locations to control what content to draw in which location. Hinz
et al. [6] introduce an object pathway to both the generator and
the discriminator, which allows to explicitly model the location of
arbitrarily many objects within an image. OP-GAN [7] extends [6]
by adding additional object pathways at higher layers of the gener-
ator and discriminator. Another line of research leverages masks to
provide an even better location and shape signal of objects to the
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Figure 2: Overview of our model architecture called HDR-GAN. HDR-GAN first generates an initial image, and then MFR
employs disentangled representations of different granularity features to enhance the expression of semantic information
at different scales in each stage. The multi-granularity feature disentangled encoder contains a coarse-grained disentangled
encoder and a fine-grained disentangled encoder.
network. In [8], semantic masks are obtained by first generating a
layout from the input description and then using it to predict the
shape. The image generator has single stage and conditions only on
the generated mask and global sentence information. Obj-GAN [10]
is built upon [8] and consists of an object-driven attentive generator
and an object-wise discriminator. AGAN-CL [26] introduces a sub-
network which is trained to predict masks, thereby providing the
number of objects, location, size and shape information. The image
mask is given as input to a cyclic auto-encoder, similar to [33], to
produce photo-realistic images. Wang et al. [25] propose an end-to-
end framework with spatial constraints using semantic layout to
guide the image synthesis. At each stage, the generator produces
an image and additionally a layout to be used by the corresponding
discriminator. Scene graph is also common additional supervision
information. Related research is often used as follow-up processing
for text-to-scene graph models. PasteGAN [12] embeds the objects
as well as their relationships conditioned on scene graph and en-
codes the appearance of each object into one map. An interactive
framework in [14] updates an image obtained from a scene graph
by updating the scene graph while keeping the generated content
as much as possible. These methods that use additional supervision
information can help the network learn salient object features in
images and push the state-of-the-art performance.

However, the above methods typically model all granularity
features at each stage, and the refined results are susceptible to
poor quality features from the previous stage. This results in that
current methods cannot ensure accurate expression of semantics
at different scales.

3 HDR-GAN
As illustrated of our model architecture in Figure 2, HDR-GAN
consists of three parts: 1) Initial Image Generation stage generates
low-resolution images conditioned on text embeddings and random
noise vectors; 2) Multi-granularity Feature Disentangled Encoder
applies a coarse-grained disentangled encoder and a fine-grained
disentangled encoder to represent semantic information of images
comprehensively through explicitly disentanglingmulti-granularity
features; 3) Multi-granularity Feature Refinement refines the initial
image by gradually updating the disentangled representations and
serving them as additional supervision information to enhance the
expression of semantic information.

3.1 Initial Image Generation
At the initial image generation stage, first, the text encoder en-
codes the input text description 𝑇 into a text embedding 𝑠 . We
enhance sentence features with Conditioning Augmentation (𝐶𝐴)
technique [28], which resamples the input sentence vector from an
independent Gaussian distribution and is represented as follows:

𝑠𝑐𝑎 = 𝐹𝑐𝑎 (𝑠), (1)

where 𝐹𝑐𝑎 (·) is the 𝐶𝐴 function, and 𝑠𝑐𝑎 stands for the enhanced
text embedding with 𝐶𝐴. Then, we utilize a random noise vector
𝑧 ∼ 𝑁 (0, 1) sampled from a normal distribution and the enhanced
sentence embeddings 𝑠𝑐𝑎 to generate a low-resolution rough initial
image 𝐼0. 𝑹0 is the corresponding image features at the initial stage:

𝑹0 = 𝐹0 (𝒔𝑐𝑎, 𝒛) , (2)

where 𝐹0 (·) is the image generator which consists of fully connected
and upsampling layers.
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Figure 3: Overview of multi-granularity feature disentangled
encoder.

3.2 Multi-granularity Feature Disentangled
Encoder

We build multi-granularity feature disentangled encoder upon Fine-
GAN [21] and MixNMatch [30]. FineGAN designs a multi-stage
hierarchical generative model which takes as input randomly sam-
pled latent codes to generate semantic features at different scales
gradually. To disentangle multi-granularity features expressing
semantics at different scales, FineGAN uses information theory
[2], and imposes constraints based adversarial training [4] on the
relationships between the latent codes and mutual information
maximization between the latent codes and corresponding image,
so that each code gains control over the respective factor. MixN-
Match [30] extends this approach to disentangled representations
and modelling tasks conditioned on real image, the key idea of
which is to make sure the paired image-code distribution produced
by the encoder (𝑥 ∼ 𝑃data , 𝑦 ∼ 𝐸 (𝑥)) and the paired image-code
distribution produced by the generator (𝑥 ∼ 𝐺 (𝑦), 𝑦 ∼ 𝑃𝑐𝑜𝑑𝑒 ) are
matched via a paired adversarial loss as follows:

𝐿 = min
𝐺,𝐸

max
𝐷
E𝑥∼𝑃data E𝑦̂∼𝐸 (𝑥 ) [log𝐷 (𝑥,𝑦)]

+ E𝑦∼𝑃code E𝑥∼𝐺 (𝑦) [log(1 − 𝐷 (𝑥,𝑦))],
(3)

where 𝐸 (·) stands for an encoder, 𝑃𝑑𝑎𝑡𝑎 is the real image distribu-
tion, 𝑃𝑐𝑜𝑑𝑒 is the latent code distribution, 𝑥 is the real image, 𝑥 is
the generated image, 𝑦 is a placeholder for the latent codes and 𝑦 is
disentangled representation from the encoder 𝐸.

In this paper, we referring to FineGAN and MixNMatch, train a
multi-granularity feature disentangled encoder with three branches
for disentangling coarse-grained features related to category in-
formation such as shape, pose and fine-grained features related to
instance-level details such as texture features (shown as Figure 3).
In our model, we combine the branches which disentangle pose
and shape features to form a coarse-grained disentangled encoder
and form a fine-grained disentangled encoder based on the branch
which disentangles texture features.

3.3 Multi-granularity Feature Refinement
To the best of our knowledge, we are the first to introduce multi-
granularity feature disentangled representations into text-to-image
synthesis. How to integrate disentangled representations into the
image refinement stage is the main challenge that we should tackle.
Previous research has shown that in the multi-stage generative
model, the refinement result of each stage depends heavily on the
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output quality of the previous stage [34]. However, the ability of
each stage to express different granularity features is not consistent,
the shallower stages generate coarse-grained features related to
categories, and the deeper stages generate fine-grained features
related to instance-level details. Unlike previous methods that re-
fine all granularity features at each stage, the Multi-granularity
Feature Refinement(MFR) that we proposed matches the genera-
tion capabilities of the refinement process at different stages, and
preferentially refines features that have better initial representation
in the previous stage. Specifically, MFR applies a Coarse-grained
Feature Refinement (CFR) model and a Fine-grained Feature Refine-
ment (FFR) model for image refinement. CFR utilizes coarse-grained
representations as additional supervision to clarify category infor-
mation. FFR employs fine-grained representations as additional
supervision to reflect instance-level details. In the following part,
we will introduce the technical details of CFR and FFR.

3.3.1 CFR.
For multi-stage generative models, to synthesize photo-realistic

and semantically consistent images, it is necessary to first clarify
the category information of the objects. Therefore, CFR is developed
for refining coarse-grained features related to categories based on
the initial image.

As shown in Figure 4, when the initial image 𝐼0 is obtained from
the Initial Image Generation stage, the coarse-grained disentangled
encoder encodes the initial image to obtain disentangled represen-
tations of coarse-grained features such as shape 𝑑𝑠ℎ𝑎𝑝𝑒 and pose
𝑑𝑝𝑜𝑠𝑒 . CFR first uses two convolutional layers to update the shape
and pose disentangled representations based on text embedding
𝑠𝑐𝑎 and to fuse all information as supervision, and then the fused
supervision information is used to update the image features 𝑹0 of
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the initial image. Compared to previous methods, CFR focuses on
utilizing coarse-grained representations as additional supervision
to clarify category information. This process can be mathematically
formulated as follows:

𝑹1 = 𝐹1
(
𝑹0, (𝑠𝑐𝑎, 𝑑𝑠ℎ𝑎𝑝𝑒 , 𝑑𝑝𝑜𝑠𝑒 )𝑽

)
, (4)

where 𝑹1 is the corresponding image features of the CFR, 𝐹1 (·) is
the image generator which consists of fully connected, upsampling
layers and residual blocks, 𝑽 is perception layers to convert fused
supervision information to an underlying common semantic space
of visual features.

3.3.2 FFR.
After the image can clearly express the category information

of the objects, the generative model needs to add fine-grained de-
tails to the image that reflect the differences between instances.
As shown in Figure 5, FFR is developed for refining fine-grained
features related to instance-level details based on generation results
𝐼1 of CFR. The fine-grained disentangled encoder first obtains disen-
tangled representations of texture features 𝑑𝑡𝑒𝑥𝑡𝑢𝑟𝑒 in 𝐼1. FFR uses
two convolutional layers and two residual blocks to update and fuse
the texture disentangled representations based on text embedding
𝑠𝑐𝑎 , then the fused supervision information of text embedding 𝑠𝑐𝑎
and texture features 𝑑𝑡𝑒𝑥𝑡𝑢𝑟𝑒 is used to update the image features
𝑹1. FFR focuses on employing fine-grained representations as addi-
tional supervision to reflect instance-level details. This process can
be mathematically formulated as follows:

𝑹2 = 𝐹2 (𝑹1, (𝑠𝑐𝑎, 𝑑𝑡𝑒𝑥𝑡𝑢𝑟𝑒 )𝑾 ) , (5)

where 𝑹2 is the corresponding image features of the FFR, 𝐹2 (·) is
the image generator in FFR,𝑾 is similar to 𝑽 and is used for feature
space transformation.

3.4 Objective Function
During training HDR-GAN, the generator𝐺 and discriminator 𝐷
are trained alternately at each stage. Specially, the generator𝐺 in
𝑖𝑡ℎ stage is trained by minimizing the loss as follows:

𝐿𝐺𝑖
= −1

2
[E𝐼𝑖∼𝑝𝐺𝑖

log𝐷𝑖 (𝐼𝑖 )︸                 ︷︷                 ︸
unconditional loss

+E𝐼𝑖∼𝑝𝐺𝑖
log𝐷𝑖 (𝐼𝑖 ,𝑇 )︸                    ︷︷                    ︸

conditional loss

], (6)

where 𝐼𝑖 is the generated image from the distribution𝐺𝑖 at 𝑖𝑡ℎ stage.
The first unconditional loss term is used to distinguish whether
the image is visually real or fake. The second term is a conditional
loss used to determine whether the underlying image and sentence
semantics are consistent.

Following StackGAN++ [29], the𝐶𝐴 loss is defined as the Kullback-
Leibler divergence (KL divergence) between the standard Gaussian
distribution and the conditioning Gaussian distribution for text
embeddings, which is calculated by

𝐿𝐶𝐴 = 𝐷𝐾𝐿

(
N

(
𝜇 (s),

∑︁
(s)

)
∥N (0, 𝐼 )

)
, (7)

where N (𝜇 (s),∑(s)) is an independent Gaussian distribution, the
mean 𝜇 (s) and diagonal covariance matrix

∑(s)are functions of the
text embedding 𝑠 . Both 𝜇 (s) and ∑(s) are learned jointly with the
rest of the network.

The final objective function of the generator networks is

𝐿𝐺 =
∑︁
𝑖

𝐿𝐺𝑖
+ 𝜆𝐿𝐶𝐴, (8)

where 𝜆 is a regularization parameter that balances the 𝐿𝐶𝐴 terms.
Discriminator 𝐷 is optimized to distinguish real images and

synthetic images generated by 𝐺 . The discriminator 𝐷 in 𝑖𝑡ℎ stage
is trained by minimizing the loss as follows:

𝐿𝐷𝑖
= −1

2
[E𝐼𝐺𝑇

𝑖
∼𝑝𝐺𝑇

log𝐷𝑖
(
𝐼𝐺𝑇𝑖

)
+ E𝐼𝑖∼𝑝𝐺𝑖

log𝐷𝑖 (𝐼𝑖 )︸                                                    ︷︷                                                    ︸
unconditional loss

+ E𝐼𝐺𝑇
𝑖

∼𝑝𝐺𝑇
log𝐷𝑖

(
𝐼𝐺𝑇𝑖 ,𝑇

)
+ E𝐼𝑖∼𝑝𝐺𝑖

log𝐷𝑖 (𝐼𝑖 ,𝑇 )︸                                                           ︷︷                                                           ︸
conditional loss

],
(9)

where the unconditional loss is responsible for distinguishing syn-
thesized images from real images and the conditional term deter-
mines whether the image matches the input text description vector.
𝐼𝐺𝑇
𝑖

is sampled from the real image distribution 𝑝𝐺𝑇 at 𝑖𝑡ℎ stage.
The final objective function for whole discriminator network is as
follows:

𝐿𝐷 =
∑︁
𝑖

𝐿𝐷𝑖
. (10)

4 EXPERIMENT
In this section, we will first introduce the experiment setup. Next,
we will compare HDR-GAN with GAWWN [18], StackGAN++ [29],
AttnGAN [27], DM-GAN [34] andMirrorGAN [16] on CUB-200 and
CLEVR-SV which are publicly available and well-studied datasets.
Then, a visualization study will be discussed to show the effective-
ness of HDR-GAN. Finally, we present ablation studies on the key
components of HDR-GAN, including CFR and FFR. Meanwhile, we
analyze and demonstrate the effectiveness and interpretability of
the HDR-GAN design.

4.1 Experiment Setup
Datasets. We evaluate our model on CUB-200 [23] and CLEVR-SV
[11] datasets which are commonly used dataset. The CUB-200 bird
dataset contains 8,855 training images and 2,933 test images belong-
ing to 200 categories, and each bird image has 10 text descriptions.

The CLEVR-SV dataset is modified from the CLEVR [9] dataset
which is used for the visual question answering. The dataset con-
tains 10,000 training images and 3,000 test images generated by
dataset generation. The automatically generated text encoding
mainly describes the positional relationship between multiple geo-
metric objects and the characteristics of the object in the form of
a binary dictionary. We provide some qualitative results obtained
with CLEVR-SV to verify the effectiveness of HDR-GAN on multi-
objective scene generation tasks.

Evaluation Metrics. Following previous works, we quantita-
tively evaluate the performance of our HDR-GAN in terms of In-
ception Score (IS) [19], Frechet Inception Distance (FID) [5], and
R-precision [27].

We obtain IS by employing a pre-trained Inception-v3 network
[22] to compute the KL-divergence between the marginal class dis-
tribution and the conditional class distribution. A larger IS signifies
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bill , a grey bel ly and 

black wings  with a spot 

of white.

this  bird has a grey head, 

white eye brow, and 

cream and brown 

speckled chest

this  bird is brown with 

white and has a long, 

pointy beak.

Figure 6: Example results for text-to-image synthesis by StackGAN++ [29], AttnGAN [27], DM-GAN [34] and our proposed
HDR-GAN on CUB-200.
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Figure 7: Example results for text-to-image synthesis by our
proposed HDR-GAN on CLEVR-SV.

that the generated images contain richer and more discriminative
semantic information.

FID computes the Frechet distance between the synthetic images
and real images based on the feature map output from the pre-
prepared Inception-v3 network. A lower FID score implies a closer
distance between the generated image distribution and real image
distribution and therefore means the model performs better when
synthesizing photo-realistic images.

R-precision is utilized to assess the semantic consistency between
the synthetic image and the given text description. We utilize pre-
trained DAMSM [27] to calculate the cosine similarities between

the global image vector and 100 competitor global sentence vectors
which consist of one ground truth (i.e., R = 1) and 99 randomly
selected mismatching descriptions to quantify the image-text se-
mantic similarity.

ImplementationDetails. Following [17], a pre-trained character-
level ConvNet with a recurrent neural network called Char-CNN-
RNN[18] is used to calculate the text embedding from text descrip-
tions 𝑇 . The generator noise 𝑧 is sampled from a 100-dimensional
unit normal distribution. The size of the initial generated low-
resolution image 𝐼0 is set to 64 × 64, the size of the CFR output
𝐼1 is set to 128 × 128 and the final synthesized high-resolution im-
age 𝐼2 at the FFR stage has the size of 256 × 256. Coarse-grained
disentangled encoder disentangles pose and shape features from
the initial image which is upsampled to 128 × 128; the fine-grained
disentangled encoder takes unprocessed output image from CFR
as input and disentangles texture features. We use the Adam op-
timizer and set the learning rate of the generator to 0.0004 and
that of the discriminator to 0.0002. We train HDR-GAN on a single
NVIDIA 2080 GPUwith a batch size of 24 on each one. HDR-GAN is
trained with 300 epochs and 100 epochs on CUB-200 and CLEVR-SV
respectively.

4.2 Quantitative Results
We conduct experiments on multiple evaluation metrics to compare
our method with state-of-the-art methods on CUB-200, a dataset
with full of semantic details. The overall results are summarized
in Table 1. For meaningful and fair comparisons with previous
methods, all evaluation metrics are computed in two settings: in
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the first setting, the different models are compared directly in terms
of their generated images, which have different resolutions; in the
second setting, all generated images are resized to 128 × 128 before
computing IS*, FID* and R-precision* score for fair comparison.
This reduces the impact of computing power on network depth
limitations (such as directly increasing the upsampling stage).

It is clear that our proposed HDR-GAN achieves the best per-
formance compared to previous methods, among IS and FID score
evaluation metrics which are used to measure the performance of
generated image feature expression. HDR-GAN improves IS score
to 5.03 and decreases FID score to 14.70. These results show that
HDR-GAN can generate images with more diversity and better
quality from a single given caption. This is because HDR-GAN can
comprehensively represent image information by disentangling
features of different granularities. Moreover, the core component
MFR is developed to make each stage of refinement network focus
on refining semantic information which is at similar scales and has
better initial representation.

HDR-GAN also achieves competitive results on R-precision scores
thatmeasure semantic consistency. HDR-GAN achieves an R-precision
score of 71.89 without relying on word-level semantic representa-
tion. The score is very close to that of the state-of-the-art method
[34], which uses an attention mechanism and a memory network to
optimize synthetic images based on word-level semantic features.
This result shows that synthesizing images through explicitly disen-
tangling the multi-granularity feature as supervision information
can enhance text-image semantic consistency.

4.3 Qualitative Results
To evaluate the visual quality of generated images, we first show
some subjective comparisons among StackGAN++ [29], AttnGAN
[27], DM-GAN [34] and our proposed HDR-GAN in Figure 6. Exam-
ple results in Figure 6 show that HDR-GAN significantly improves
the anti-deformation of the text-to-image model generation results,
which indicates that HDR-GAN can provide explicit category in-
formation (1𝑠𝑡 , 6𝑡ℎ and 7𝑡ℎ columns). In addition, the HDR-GAN
generates results containing richer instance-level details, such as
the texture of wings and the blobs of the abdomen, which are often
realized as uniform color patches in the generated results of pre-
vious methods (2𝑛𝑑 , 5𝑡ℎ and 8𝑡ℎ columns). Finally, we also found
that HDR-GAN can more accurately express the fine-grained fea-
tures of the image. For example, in the 5𝑡ℎ column, only HDR-GAN
accurately generates the image features corresponding to the text
description of "pale belly and breast". The reason is that HDR-GAN
obtains explicitly disentangled multi-granularity features to express
image information comprehensively. Moreover, MFR is developed
to enhance the expression of semantic information at different
scales by gradually refining the disentangled representations of
different granularity features.

We also experiment on the CLEVR-SV dataset to evaluate the
visual quality of generated images in multiple target scenarios.
Example results in Figure 7 show that the generated results of HDR-
GAN can clearly reflect the spatial relationship between multiple
objects and the different granularities characteristics of each object
(such as shape and color).

this bird has wings that are red and black and has a red belly

this bird has a golden belly and breast while having a tan colored head and 

brown wings and tail.

Figure 8: Intermediate results of different stages of our HDR-
GAN on CUB-200.

To better understand the intermediate changes of generated
images in HDR-GAN, Figure 8 shows the generation results of
HDR-GAN at different stages. In each row of images, the left side is
the output from the initial image generation stage, the middle is the
output from CFR which expresses explicit category semantic infor-
mation, and the right side is the output from FFR which has added
rich instance-level details. Compared with the initial image, the
output of CFR has a more accurate shape and more precise bound-
aries (the part of the green bounding box). Based on the explicit
category information, the output of FFR contains rich instance-level
details such as feather texture, colors of leg and beak (the part of
the blue bounding box). These results confirm that refining differ-
ent granularity features obtained from multi-granularity feature
disentangled encoder independently can enhance the expression of
specific scale semantics at different stages.

4.4 Ablation Study
The quantitative and qualitative experimental results have proved
the superiority of our proposed HDR-GAN. In this section, we
further analyze which component is significant for performance
improvement. Therefore, we perform an ablation study on CUB-200
to verify the effectiveness of each part in MFR, including CFR and
FFR. Corresponding results are illustrated in Table 2. According to
the results, we can observe varying degrees of model performance
decline when removing CFR and FFR separately from HDR-GAN.
The ablation studies show that the comprehensive utilization of
disentangled different granularity features is helpful for image
synthesis. CFR and FFR focus on refining features at different gran-
ularities and can employ this information as additional supervision
to refine the image.

4.5 Design Analysis
We believe that explicitly disentangling image features and refining
independently in the order of coarse-grained to fine-grained is the
key reason why HDR-GAN can effectively enhance the expression
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Table 1: Quantitative results on CUB-200 with different models.

Model IS↑ IS*↑ FID↓ FID*↓ R-precision (%)↑ R-precision* (%)↑
GAWWN 3.62 ± 0.07 3.62 ± 0.07 67.22 67.22 46.71 46.71

StackGAN++ 3.83 ± 0.04 3.80 ± 0.03 15.30 15.47 52.40 47.80
DM-GAN 4.75 ± 0.07 4.66 ± 0.06 16.09 16.93 72.31 67.44
AttnGAN 4.37 ± 0.04 4.30 ± 0.04 22.37 24.72 64.01 52.01
MirrorGAN 4.54± 0.17 4.47± 0.13 19.71 20.13 57.67 56.13

Ours 5.03± 0.18 4.91± 0.16 14.70 15.70 71.89 64.33

Table 2: Ablation performance on CUB-200 about IS, FID and
R-precision.

Model IS↑ FID↓ R-precision (%)↑
HDR-GAN (w/o CFR) 4.36± 0.07 16.64 61.17
HDR-GAN (w/o FFR) 4.51± 0.23 16.33 66.31

HDR-GAN 5.03± 0.18 14.70 71.89

Table 3: Influence of refinement order in MFR.

Model IS↑ FID↓ R-precision (%)↑
FFR to CFR 4.31± 0.21 16.61 62.17

CFR to FFR (HDR-GAN) 5.03± 0.18 14.70 71.89

of image semantics. To verify this, we swap the order of refine-
ment model in MFR to compare the IS, FID and R-precision of the
generated results. Corresponding results are illustrated in Table 3,
the experimental results do confirm the importance of matching
the generation capabilities in the refinement process at different
stages and of preferential refinement in features that have better
initial representation in the previous stage. HDR-GAN can make
full use of multi-granularity features disentangled representations
to gradually enhance the expression of semantic information at
different scales.

5 CONCLUSION
In this paper, a Hierarchical Disentangled Representations Genera-
tive Adversarial Networks for text-to-image synthesis, named HDR-
GAN, is proposed to express more explicit category information
and richer instance-level details. HDR-GAN successfully exploits
the idea of refining different granularity features independently. In
HDR-GAN, the multi-granularity feature disentangled encoder first
represents image information comprehensively through explicitly
disentangling multi-granularity features. Moreover, MFR, which
contains a Coarse-grained Feature Refinement (CFR) model and
a Fine-grained Feature Refinement (FFR) model, is developed for
image refinement by gradually refining the disentangled represen-
tations of different granularity features. Extensive experimental
results clearly demonstrate the importance of explicit disentangle-
ment and individual modeling for different granularity features to
enhance the expression of semantic information at different scales
in text-to-image synthesis tasks.

In the future, we will extend our method to COCO, a dataset
of complex scenes with multiple objects. This requires a novel
disentangled representations method to deal with object occlusion

and data imbalance. We will also particularly focus on exploring to
achieve self-supervised image feature disentangled representations.
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