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Abstract—The performance of visual classification models
across IoT devices is usually limited by the changes in local
environments, resulted from the diverse appearances of the target
objects and differences in light conditions and background scenes.
To alleviate these problems, existing studies usually introduce
the multimodal information to guide the learning process of
the visual classification models, making the models extract the
visual features from the discriminative image regions. Especially,
cross-modal alignment between visual and textual features has
been considered as an effective way for this task by learning
a domain-consistent latent feature space for the visual and
semantic features. However, this approach may suffer from the
heterogeneity between multiple modalities, such as the multi-
modal features and the differences in the learned feature values.
To alleviate this problem, this paper first presents a comparative
analysis of the functionality of various alignment strategies and
their impacts on improving visual classification. Subsequently, a
cross-modal inference and fusion framework (termed as CRIF) is
proposed to align the heterogeneous features in both the feature
distributions and values. More importantly, CRIF includes a
cross-modal information enrichment module to improve the final
classification and learn the mappings from the visual to the
semantic space. We conduct experiments on four benchmarking
datasets, i.e. the Vireo-Food172, NUS-WIDE, MSR-VTT, and
ActivityNet Captions datasets. We report state-of-the-art results
for basic classification tasks on the four datasets and conduct
subsequent experiments on feature alignment and fusion. The
experimental results verify that CRIF can effectively improve
the learning ability of the visual classification models, and it
is a model-agnostic framework that consistently improves the
performance of state-of-the-art visual classification models.

Index Terms—heterogeneous domain, image classification, fea-
ture alignment, semantic inference

I. INTRODUCTION

Image classification is an essential task in computer vision
applications, and research on it has been widely applied
to the downstream visual understanding tasks, such as face
recognition and intelligent robots [1], [2]. Nowadays, state-
of-the-art visual classification methods mainly use the deep
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neural networks to fit the image data for downstream tasks
and usually achieve impressive results. However, this may not
happen in the IoT domain due to the complicated outside
scenarios. First, in the outside environments, images need
to be acquired from a variety of video cameras. This may
result in the various light and color conditions of the captured
images, which results in the visual diversity of the images
belonging to the same class. The above reasons may lead to a
decrease in the performance of traditional image classification
models in practical [3]. The use of multimedia information to
guide the learning of image classification typically explores the
descriptive text of images which contains more discriminative
information for classification [4]. It is worth mentioning that,
in practice, the tagging information for camera photos is
usually not available. As such, the Learning Using Privileged
Information (LUPI) paradigm that only uses text in the training
phase has been proposed [5]–[8]. However, due to the problem
of modal heterogeneity, i.e., the different feature distribution
of images and texts in the feature space, the performance gains
achieved by cross-modal learning is limited.

In recent years, researchers have tried to alleviate the
problem caused by heterogeneous modalities by imposing
operations on the features of different modalities in the feature
space, and a variety of feature alignment methods have been
proposed. The existing cross-modal alignment algorithms try
to shorten the distance between features by constraining the
distance of cross-modal features in the latent space [9]–[11],
or make the distribution of features as similar as possible by
reconstructing the features [12]–[14] to improve the ability
of multimodal representation learning. However, since various
feature alignment methods are different in the methods of
shared space mapping [6], [13], [15], [16], the selection of the
distance measurement [17], [18], etc., there is still lacking a
summary of how aforementioned factors affect the alignment,
which further hinders the mitigation of heterogeneity in the
alignment of different modalities, and also limits the perfor-
mance improvement of cross-modal enhancement methods.

To address the above problems, we first conducted a com-
parative study of existing feature alignment methods and
analyzed the effects of changing different key factors in
alignment experimentally to find a more efficient alignment
method. Based on the above studies, we propose a cross-
modal enhanced image classification framework, termed CRIF,
which introduces text information as privileged information
to enhance the representation learning of visual modality.
The basic idea of CRIF is shown in Fig. 1, in contrast to
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previous cross-modal alignment methods, CRIF adopts a two-
level feature alignment, i.e., the distributional alignment and
the content alignment, to first make the distribution of visual
features similar to that in semantic modality, and then a
content-level alignment learns a semantic-consistent feature
representation in the shared space, which makes the visual
and textual features of the same sample to be closer. Since
visual noise causes error porpagation during feature alignment,
CRIF further filters the visual noise by cross-modal inference,
which maps the visual features to the semantic space. The
final classification is performed using the fused features of
the aligned and cross-modal inferred ones.

Experiments are conducted on four real-world cross-
modal datasets, i.e. Vireo-Food172 [19], NUS-WIDE [20],
MSR-VTT [21], ActivityNet Captions [22]. Among them,
VireoFood-172 and NUS-WIDE datasets for image classifi-
cation tasks contain image-text data pairs, and in particu-
lar, NUS-WIDE is a multi-classification dataset. The other
two datasets, MSR-VTT and ActivityNet Captions, are used
for video classification tasks. MSR-VTT contains video-
description data pairs, and ActivityNet Captions contains
video-audio data pairs. The experimental results show that
compared with other cross-modal alignment methods, CRIF
achieves stable performance improvement through the com-
bination of two-level alignment and cross-modal inference,
and CRIF is a model-independent framework that can make
visual features to be closer to its semantic counterpart in the
feature space than the conventional method. Through case
studies, we found that cross-modal alignment can enable visual
features to effectively learn semantic feature distribution, and
feature alignment can effectively enhance visual representation
learning under different tasks and different backbones. In
summary, the contributions of this paper mainly include:

• We propose a multi-modal image classification frame-
work, namely CRIF, which utilizes the multi-modal in-
formation to enhance the anti-interference ability of the
classification model for visual noise. This alleviates the
semantic gap between image contents and semantic in-
formation, and can be easily incorporated into common
image classification methods to improve their accuracy.

• We propose a two-step alignment strategy to progres-
sively alleviate the impact of feature heterogeneity on fea-
ture alignment. At the same time, privileged information
can be used to enhance the quality of propagation presen-
tation. This method leads to an incremental performance
improvement over previous alignment methods, which is
meaningful for multi-modal representation learning.

• We discuss a variety of cross-modal feature alignment
methods and multi-modal feature fusion strategies, which
can provide insights for future cross-modal and multi-
modal research.

II. RELATED WORK

A. Cross-camera Visual Classification

In recent years, with the rise of neural networks, the Internet
of Thof ings (IoT) is widely combined with deep learning
due to its accuracy and convenience. People use IoT devices

Fig. 1. Illustration of the common feature alignment method and the proposed
CRIF, and the dashed line represents the text information used only in the
training. In the figure, (a) represents the traditional feature alignment process;
and (b) is the CRIF framework, CRIF alleviates heterogeneous by two-level
feature alignment, mines hidden text information in visual modalities, and
fuses above information to enhance image classification learning.

such as IoT cameras to obtain real-world data and analyze
them through deep learning models. It has achieved extensive
development in medical services [23], urban governance [24],
[25], video surveillance [26], and other aspects [27], [28]. For
example, in wild conservation, Zualkernan [29] has developed
an IoT-based system that uses deep learning and edge analytics
to automatically classify large collections of images taken by
specialized cameras used by ecologists in the field. And send
the information to the relevant departments.

However, since IoT cameras are shot in real-time and
different cameras get variant parameter settings, decoration po-
sitions, and lighting during shooting, the obtained images will
be disturbed by similar factors, which will lead to deviations in
the learning of the model. At the same time, the pictures taken
by IoT cameras usually have complex environments and cate-
gory diversity, which leads to poor performance of the model
in practical applications. Therefore, in order to improve the
performance of deep learning models in the face of complex
data obtained by IoT cameras, people use cross-modal learning
[30]–[32] to train models better than image-only learning [33]–
[35]. RGSP [31] identified the same person using the daytime
visible modality and nighttime thermal modality captured by
IoT cameras. It makes the model more robust to color changes
through the data enhancement method of Random Gray, and
uses the softpooling strategies to learn more features that can
be used to identify people. MAA-Net [32] uses image attention
and natural language description for better person search.
It uses the attention mechanism and multimodal alignment
method to bridge the semantic gap between the visual mode
and the text mode described by natural language. RRL-GAT
[36] adopts the two graph convolution modules to effectively
reduce false connections between data objects and reduce the
impact of noisy connections in complex images.
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B. Multi-modal Visual Classification

Visual classification has always been at the core of deep
learning. With the iterative update of the neural network, the
performances of visual representation learning have also been
significantly improved. Traditional visual classification tasks
use a number of single-modal data to train models. Many
studies use convolutional neural networks to extract image
features, and time series modeling is used to extract video
frames for classification [37]–[40]. With the rapid development
of digital media and the explosion of information, a amount
of multimodal data has emerged, such as pictures and words
in social media, images and captions in video, and a variety
of images taken by satellites(HS, MS, LiDAR, etc.), and so
on. Related studies begin to use multimodal data for visual
representation learning.

Traditional multi-modal visual representation learning in-
puts multi-modal information into the training and testing
stages of the model, and the performance of the model
has been significantly improved compared with the single-
modal learning method [41]–[43]. Yu [44] focuses on subspace
learning and proposes label graph to efficiently utilize semi-
supervised data, maintain semantic consistency between visual
modes and text modes in subspace, and ensure geometric
consistency of multi-modal features in subspace. In the follow-
up study, Yu [45] proposed the end-to-end model DDCH,
which regarded the labels with rich information as bridging
modes, bridging the semantic gap between images and text and
increasing the relevance of multi-modal information. COCO
[46] takes images and text as input data, and uses the data
potential within a modality in a self-supervised manner, while
performing contrastive learning between modalities to generate
high-quality visual representations. CCR-Net [47] takes two
kinds of satellite images of the same area as input(HS and
LiDAR), and makes the visual information cross-modal inter-
action by reconstructing the features, then fuses the features
and classifies them.

However, this multi-modal learning method is very strict for
data requirements, and the cost of screening out matching data
pairs and labeling them correctly is very expensive. Therefore,
a new learning method of multi-modal visual representation
learning has emerged: LUPI(learning using privileged infor-
mation) [5]. LUPI takes multi-modal information as input
in the training phase, and the better-performing modality
information is regarded as privileged information to guide
the learning of the other modality information. In the testing
phase, only single-modal information is used to detect the
model performance. Garcia [48] improved an illusion network,
which used depth pictures as privileged information to guide
RGB pictures, and enabled the model to encode monocu-
lar depth features from RGB frames in the test phase by
adversarial learning. In classification tasks, text information
is easier to recognize due to its features [4], and related
studies often use text information as privileged information to
guide visual representation learning. Yan [7] adopts the active
learning method, takes text features as privileged information,
and makes active sample selection of visual features and text
features to train the model’s ability to extract visual features.

Yao [8] extracts privileged information from the unlabeled
corpus and denoises it, guiding the model to train multiple sub-
classifiers according to the category to improve the robustness
of the model.

C. Cross-Modal Alignment for Enhancing Visual Representa-
tion Learning

In this paper, we propose a cross-modal feature alignment
framework using the neural network as encoder and decoder.
The existing heterogeneous feature alignment models are
mainly divided into two categories: the distribution alignment
model and the feature alignment model. Our proposed frame-
work belongs to the second category.

For the distribution alignment model, the current research
mostly uses the generation class framework to realize the
alignment, and uses GAN/VAE to learn the distribution of
features respectively [49], [50], and generates the aligned
features by making the distribution of heterogeneous features
close to each other. Zhu built a GAN architecture with
one generator and two discriminators to enhance previously
extracted features [12]. The generator is used to reconstruct
recipe or image features, and the discriminator is used to
distinguish generated images and reconstructed image features,
respectively. The overall architecture enables bidirectional
image-recipe retrieval. Thomas uses three pairs of VAE to
realize cross-modal distribution alignment, two pairs of VAE
to reconstruct image/text features into text features, and cross-
modal VAE to align the distribution between image features
and text features [13]. Wan uses VAE and GAN to construct
the latent space of each mode, and then maps the uniform
distribution of GAN to the normal distribution of VAE through
the network to achieve alignment [14].

For the feature alignment model, the current research mostly
measures the distance between heterogeneous features and re-
duces the distance to narrow the features from different modes
in hidden space. Sun extracts the features of the source domain
and the target domain and then calculates the distance using
the Frobenius norm between the features as a loss to minimize
the second-categoriesstics between them to achieve alignment
[17]. Sun improves the previous method by calculating the
covariance matrix of the prediction results as the distance
measure after the two modes are predicted respectively [51].
On the basis of realizing the feature alignment, Sun also
avoids model overfitting to the source domain data as much as
possible [51]. Li extracts features by a two-channel encoder
and calculates the centroid coordinates of the source domain
and the target domain [18]. By reducing the centroid distance
and mining the hidden information in the source domain, Li
further assists the target domain to align [18].

Based on the alignment of the image features in the source
domain and the text features in the target domain, our frame-
work further reconstructs the source domain features into the
target domain features and fuses them with the aligned source
domain features. This method alleviates the semantic gap
between image and text and reduces the degree of internal
heterogeneity between different domains.

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2023.3265645

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



4

Framework Graph

pet

snow

people

…

Backbone Net

Sim(.)

Distributional Alignment Content Alignment

Semantic Inference

𝐸𝑥
𝑐

𝐸𝑡
𝑐

𝐷𝑡
𝑟

Clip(.)

Trans(.)

x

t

𝑥𝑐

𝑡𝑟

𝐸𝑡
𝑟

𝐸𝑥
𝑠

𝐸𝑡
𝑠

Align(.)

Visual Model

Semantic Model

መ𝐶V

Tpet snow

people …

pet tree

people …

Source 1 Source 2

Data from IoT

Fig. 2. Framework of CRIF. CRIF receives visual and semantic data from the IoT and extracts visual representation x and semantic representation t. Sim(.)
represents initial heterogeneous feature alignment, Clip(.) represents local feature generation, Align(.) represents local heterogeneous feature alignment,
Tran(.) represents cross-modal mapping, and Ĉ represents the final model classification result. After feature alignment and cross-modal mapping, xc and tr
are obtained from image representation x. CRIF fuses the generated cross-modal features for classification.

III. METHOD

A. Overall Framework

The proposed CRIF framework consists of three main
modules: the Distributional Alignment Module, the Content
Alignment Module, and the Cross-Modal Feature Fusion Mod-
ule, as shown in Figure 2.

In the initial stage, backbone models extract visual features
x and text features t from the visual input V and semantic
input T respectively. Then the Distributional Alignment Mod-
ule maps the multi-modal features x and t into the shared
latent space and performs feature alignment to make their
distributions similar. To further narrow the distance between
modalities, the Content Alignment Module extracts part of the
original features to form xc and tc that have the same target
to represent information of classification and aligns them to
alleviate the heterogeneous. In addition to filtering the noise
from visual modality, the Semantic Inference Module maps
visual features xa into the semantic space and reconstructs
them into semantic features tr, so as to mine the hidden se-
mantic information in the visual modality. Finally, the aligned
feature xc and cross-modal inferred feature tr are fused to
combine advantages across modalities. The above process can
be described as information flows:

x
Es

x−−→ xa
Ec

x−−→ xc (1)

x
Es

x−−→ xa
Er

t D
r
t−−−−→ tr (2)

Ĉ = f(xc ⊕ tr) (3)

where Es
x is the mapping of shared space in distributional

alignment, Es
x is the mapping of common space for visual

modality in content alignment, Er
t is the cross-modal inferred

mapping, and Dr
t is the feature decoding from inferred feature

to text feature. In Equation 3, ⊕ is the fusion operation of
features, and f represents the process by which the model
makes a prediction on the fused features, Ĉ denotes the result
of the model prediction.

In summary, the CRIF framework uses a two-level align-
ment between the visual modality and semantic modality, and
performs visual cross-modal reconstruction features, which
alleviate the semantic gap between vision and text, and reduce
the impact of visual noise on the model, altogether improving
the robustness of the model.

B. Distributional Alignment Module for Identifying Features
with Similar Correlations in Visual-Semantic Domain

This module maps features from different modalities into
a shared latent feature space and improves the distributional
similarity, resulting in the formed aligned features being better
separable in the latent space. Initially, the visual encoder Ev(.)
and semantic encoder Et(.) extract the original visual features
x and semantic features t from the visual inputs V from inputs
T respectively:

x = Ev(V) (4)

t = Et(T) (5)

Previous methods that directly impose distance metric con-
straints for alignment ignore the structural differences of fea-
tures from different modalities, so it is necessary to first map
heterogeneous features into the same feature latent space to
alleviate the inhibitory effect of different distributions between
features on alignment.

To achieve this, features of both modalities are mapped to
a shared feature space for further alignment:

xa = Es
x(x) (6)

ta = Es
t (t) (7)

where Es
x(.) and Es

t (.) are space mapping for visual and
semantic features.

C. Content Alignment Module for Learning Shared Space for
Heterogeneous Features with Smallest Cross-Modal Distance

This module guides the model to disentangle key features
associated with the classification and achieve visual and se-
mantic alignment. The module contains two parts of con-
straints: local classification prediction and feature alignment.
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We use the encoder to further extract the features in the
distributional alignment latent space, trying to obtain the part
of the features that contribute more to the classification task,
that is, the key part of the features:

xc = Clip(xa, ρ) (8)

tc = Clip(ta, ρ) (9)

where Clip(.) is the operation to obtain key parts of features,
and ρ is the dimension of features.

After feature extraction, we reduce the background noise
part in the visual features, and also reduce the redundant
information in the text features. For the obtained key features,
we impose a constraint composed of Deep Coral [51] between
the features of the two modalities for content alignment
Align(.), so as to reduce the inherent heterogeneity between
modalities. The formula is as follows:

Lalign =
1

4d2
∥xc − tc∥2F , (10)

where ∥ · ∥2F denotes the squared matrix Frobenius norm.
Lalign minimizes the difference between the characteristics
of the two parts.

In addition, in order to better improve the feature extraction
and selection of the model, we also introduce the classifica-
tion loss in the content alignment module. For single-label
and multi-label datasets, we employ cross-entropy (CE) and
binary cross-entropy (BCE) as pair constraints to calculate the
classification loss, respectively.

Finally, the content alignment module will output the
aligned key part feature xc for the next feature fusion.

D. Semantic Inference Module for Learning Visual-to-
Semantic Information Mappings

This module mines the hidden text information in the visual
features and reconstructs them into text features. This module
mainly uses the two-part loss of feature similarity LSim and
feature reconstruction LRecon for constraint.

Firstly, for the original features x and t extracted by the
base network, due to the difference in feature dimensions, we
project them into the common latent space by linear mapping,
denoted as xa and ta. Subsequently, we align visual features
xa and semantic features ta as privileged information by a
normalized distance measure method, which reflects part of the
features that match the visual modality and the text modality.
We use LSim as a constraint, which is defined as follows:

xa = Fx(x) (11)

ta = Ft(t) (12)

LSim = ∥xa − ta∥2 . (13)

where Fx and Ft are the respective feature mapping networks
of visual modality and semantic modality.

Secondly, we input the visual feature xa obtained after
alignment into the cross-modal transfer network Er

t , so as to
transfer the original visual features to the semantic feature
space, and then decode the transferred features through the
semantic decoder Dr

t to obtain the reconstructed feature tr:

tr = Dr
t (E

r
t (xa)) (14)

Through cross-modal feature reconstruction work, we ex-
tract the information on visual modalities at the text level and
close the semantic gap between visual and semantic modalities
without destroying the distribution of semantic features. In the
process of feature reconstruction in the semantic reasoning
module, in order to make the prediction results of recon-
structed text features t̂r closer to the real text labels yt, we
use the reconstruction loss Lrecon defined by the cross-entropy
function to constraint, and the specific formula is as follows:

Lrecon = −
N∑
i=1

yt log(̂tr), (15)

where N refers to the total number of samples.
Finally, the semantic inference module will generate the

semantic reconstruction feature tr, which is also used for
feature fusion.

E. Cross-Modal Feature Fusion Module for Unified Represen-
tation Learning

In the feature fusion stage, we perform the cross-modal
fusion of the visual features xc and the semantic features tr of
for recognition and classification. The generation process of
the final fusion features Fmix is described as follows:

Fmix = τ (cat (τ (xc) , τ (tr))) , (16)

where cat (.) refers to the splicing operation of characteriza-
tion, and τ (.) refers to a fully connected layer followed by
ReLU(.) Activation function.

In the feature fusion module, we adopt a variety of strategies
for multi-modal representation fusion. CRIF makes predictions
using the fusion features, which are defined as:

Ĉ = f(xc ⊕ tr), (17)

where ⊕ can be any of the commonly used vector operators,
such as plus, multiplication, max-pooling, and min-pooling,
the specific splicing process is shown in Eq. 14, f(.) means
the final classifier of CRIF.

The feature fusion module uses the classification loss Lmix
for constraint. The classification loss can be either cross
entropy or binary cross entropy, depending on the task. The
loss formula for the final fusion process is as follows:

Lmix =

{
−
∑N

1 y log(ϕ(Fmix))

−
∑N

1 [y log(ψ(Fmix)) + (1− y) log(1− (ψ(Fmix)))]
.

(18)
We choose the first formulation when the mixture of features

Fmix is used to predict single-class classification tasks, and
the other when used for multi-class classification tasks, where
ϕ(.) and ψ(.) denote different two activation functions.
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F. Training Strategy

The modules in the CRIF framework are trained under
constraints respectively, so multi-stage training and end-to-end
training can be performed.

1) Multi-stage Training: Multi-stage training is mainly
divided into feature alignment training, cross-modal inference
training, and feature fusion training.

In the first stage, the local extraction network of visual
features is trained, and the similarity constraint of visual and
semantic classification features and the loss of classification
are used to send them back together.

Lclass =

{
CE(softmax(x̂), y)
BCE(sigmoid(x̂), y)

(19)

L1 = Lclass + αsim · Lsim. (20)

where Lclass is divided according to whether the classification
task is single-class or multi-class, and x̂ represents the visual
modality prediction results. αsim is the weight of similarity
loss, and we will show the range of αalign in Section.IV-B2.

In the second stage, the semantic decoder is trained, and the
model reconstruction ability is improved through the alignment
loss of visual features and semantic features and cross-modal
reconstruction loss. The loss function is.

L2 = Lrecon + αalign · Lalign (21)

where αalign is the weight of aligned loss, and we will show
the range of αalign in Section.IV-B2.

The visual classification features generated by the alignment
module and the semantic selection representation generated
by the cross-modal semantic inference module are fused and
constrained by a classification loss Lmix.

2) End-to-end Training: The CRIF can also be end-to-end
trained, which requires a weighted combination of the losses
in multi-stage training, the formula is:

Lall = L1 + β · L2 + γ · Lmix (22)

where beta and gamma are the weights of losses in stage 2
and feature fusion respectively, and we will show the range of
αalign in Section IV-B2.

IV. EXPERIMENT

A. Experiments Settings

1) Datasets: We conducted experiments on four cross-
modal datasets, and divided the experiments into image
classification experiments and video classification experi-
ments according to the different data types used for the
task. The image classification experiments used the image-
text datasets Vireo-Food172 and NUS-WIDE. The video-
description dataset MSR-VTT and the video-speech dataset
ActivityNet Captions are used for the video classification task.
Details are presented as follows:

Vireo-Food172 [19]: a single-label classification dataset
containing 110,241 images of dishes in 172 categories. The
dataset contains 353 kinds of texts, and each image sample
corresponds to 3 texts on average. According to the setting of

the original paper, we split the data set into 66,071 and 33,154
images for training and testing respectively.

NUS-WIDE [20]: multi-label classification dataset, contain-
ing 269,648 image samples, corresponding to 81 categories.
Each image sample corresponds to several texts, with a total of
1000 texts. We divided the training set and test set by referring
to the original paper, and cleaned the data set. After removing
the data lacking labels or texts, 203,598 image samples were
left, including 121,962 samples of the training set and 81,636
samples of the test set.

MSR-VTT [21]: contains 10,000 unique YouTube video
clips. Each of them is annotated with 20 different text captions,
so there are 200,000 video caption pairs in total. We split the
dataset into 7,010 and 2,990 videos for training and testing.

ActivityNet Captions [22]: contains 20,000 captioned
videos, totaling 849 video hours, with a total of 100,000
segments, each with a unique start and end time. On aver-
age, each 20,000 video contains 3.65 temporally localized
sentences, for a total of 100,000 sentences. The average length
of each sentence is 13.48 words, which also shows a normal
distribution. We split the dataset into 10,009 and 4,515 videos
for training and testing, respectively.

2) Evaluative Measures: In experiments on the Vireo-
Food172 dataset, Accuracy was used for evaluation in single-
label classification. In experiments on the NUS-WIDE dataset,
Precision and Recall were used to evaluate model predic-
tion performance in multi-label classification tasks. The three
formulas are specified as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(23)

Precision =
TP

TP + FP
(24)

Recall =
TP

TP + FN
(25)

where TP is the number of true positive samples, FP is the
number of false positive samples, TN is the number of true
negative samples, and FN is the number of false negative
samples. For the above indicators, we calculate the average
value of top-1 and top-5.

B. Experiments on Image Classification

1) Implementation details:
• We conduct experiments on two groups of backbone

networks, the first group is the Visual Model Backbone:
– ResNet-18: Pytorch implementation1 for 18-layer

ResNet [37].
– ResNet-50: Pytorch implementation2 for 50-layer

ResNet [37].
– VGG19-bn: Pytorch implementation3 for 19-layer

VGG [38] with a batch normalization layer added after
the convolutional layer.

1https://github.com/pytorch/vision/blob/master/torchvision/models/resnet.py
2https://github.com/pytorch/vision/blob/master/torchvision/models/resnet.py
3https://github.com/pytorch/vision/blob/main/torchvision/models/vgg.py
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TABLE I
PERFORMANCE COMPARISON OF COMMONLY USED NEURAL NETWORK MODELS ON VIREO-FOOD172 AND NUS-WIDE DATASETS WHERE THE

ALIGNMENT FRAMEWORK IS BASED ON THE RESNET-50 EXPERIMENT (ACC REFERS TO ACCURACY, PRE REFERS TO PRECISION, 1 AND 5 REFER TO
THE AVERAGE VALUE OF TOP-1 AND TOP-5, THE BEST PERFORMANCE OF EACH INDICATOR HAS BEEN HIGHLIGHTED IN BOLD)

Method Model Vireo-Food172 NUS-WIDE
Acc-1 Acc-5 Pre-1 Pre-5 Recall-1 Recall-5

Visual
Modal

Backbone

ResNet-18 0.773 0.932 0.746 0.372 0.410 0.804
ResNet-50 0.816 0.950 0.786 0.391 0.440 0.864

VGG 0.812 0.951 0.789 0.393 0.442 0.851
WRN 0.823 0.955 0.787 0.394 0.440 0.853

WISeR 0.828 0.965 0.789 0.395 0.441 0.855
RepVGG 0.835 0.963 0.797 0.394 0.448 0.856

RepMLPNet 0.833 0.962 0.801 0.405 0.448 0.877
ViT 0.836 0.966 0.796 0.395 0.453 0.855

Align
Framework

ATNet 0.839 0.950 0.794 0.391 0.445 0.847
CM-VAE 0.829 0.954 0.790 0.395 0.443 0.854

CMFL 0.831 0.958 0.809 0.405 0.456 0.871
ViLT 0.829 0.963 0.807 0.406 0.458 0.880

CRIF(Ours) 0.841 0.948 0.813 0.398 0.458 0.858

– WRN50-2: Pytorch implementation4 for 18-layer Wide
Residule Networks (WRN) [52] based on ResNet-50
with wide factor of 2.

– WISeR: In-house implementation for Wide-Slice
Residual Networks (WISeR) [53] using WRN50-2

– RepVGG-A2: Pytorch implementation5 for 22-layer
RepVGG [54] with layers of each stage are 1,2,4,14,1.

– RepMLPNet-T224: Pytorch implementation6 for 10-
layer RepMLPNet [55] using ResNet-50 with multi-
branch and re-parameterization.

– ViT-B/16: Pytorch implementation7 for 12-layer Vision
Transformer (ViT) [56] with patch size 16, feature
dimension 768.

In the group of Align Framework, we compare with
the following models:
– ATNet: In-house implementation for cross-modal

alignment and transfer network (ATNet) [6] using
ResNet-50 and LSTM for image channel and semantic
channel respectively.

– CM-VAE: In-house implementation for Cross Modal
Variational Auto-Encoder(CM-VAE) [13]. CM-VAE
consists of three pairs of VAE [50], two of which are
used for encoding and decoding of a single modality,
and the other decodes the features of modality M1 to
another modality cross-modally to achieve inter-modal
feature alignment.

– CMFL: In-house implementation for Cross Modal
Focal Loss(CMFL) [57], using improved cross-modal
focal loss to focus more on indistinguishable samples.

– ViLT: Pytorch implementation8 for 12-layer single-
stream vision and language transformer [37], using
linear projection and BERT as image and semantic
channel embedding encoder.

The proposed method CRIF used Feed-forward Neu-

4https://github.com/szagoruyko/wide-residual-networks
5https://github.com/DingXiaoH/RepVGG
6https://github.com/DingXiaoH/RepMLP
7https://github.com/asyml/vision-transformer-pytorch
8https://github.com/dandelin/ViLT

ral Network (FNN) and Long-Short Term Memory net-
work (LSTM) [58] for encoding and decoding semantic
features respectively. Feed-forward neural network: Its
internal structure consists of 2 fully connected layers,
the output of each layer is activated by ReLU, and
then enters the next fully connected layer. LSTM: the
corresponding cell number is generated according to the
maximum word bit in the dataset, and the maximum
hidden state dimension is 300. The corresponding word
bit representation is calculated through the LSTM unit.

2) Hyper-Parameter Selection:

• In this experiment, we choose Adam as the optimizer of
the model, where the weight decay of Adam is set to 1e-3,
and the learning rate of all neural networks is set from 5e-
5 to 5e-3. Every four rounds of training, the learning rate
will decay to 0.1 times the original. For the weights of
losses mentioned in the training strategy, we select αsim

and αalign from 0.1 to 2.0, and the value of β and γ are
chosen in [0.1, 0.2, 0.5, 1.0]. We conduct experiments
on NVIDIA Tesla V100 with a mini-batch input of 64
images, and each stage is trained for 13 rounds. For
Vireo-Food172, a ResNet-50-based model takes ∼6 hours
to train. For the multi-classification dataset NUS-WIDE,
we set the weight of positive sample loss of BCE loss
was set from 20 to 150, a ResNet-50-based model takes
∼10 hours to train.

3) Performance Comparison:

• In order to verify the effectiveness of the CRIF method
in improving the ability of visual representation learning,
we compare with two groups of baselines: visual modal
backbone and align framework. In the visual modal
backbone, we first compared basic visual backbones such
as ResNet-18 [37], ResNet-50 [37] and VGG-19 [38], and
improved WRN [52], and WISeR [53] based on ResNet-
50. We also compared the backbone networks proposed
in recent years, such as RepVGG [54] and RepMLPNet
[55] based on reparameterization, and ViT [59] based
on transformer architecture. In the align framework, we
compared ATNet which uses cross-modal alignment after
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feature decoupling, CM-VAE [13] that achieves inter-
modal information alignment by decoding features across
modalities based on the vae-like architecture, CMFL [57]
that achieves cross-modal information alignment through
global constraints, and ViLT [56] that implicitly aligns
different modalities through a single-stream Transformer
network. As shown in Table I.
– Since ResNet-50 and VGG have a more complex

network structure, they achieved a significant improve-
ment (approximately the 4%) in both Vireo-Food172
and NUS-WIDE data sets compared to ResNet-18,
the simplest baseline network. WRN and WISeR
achieve better classification performance than ResNet-
50 through the improvement of the model structure,
which shows that the basic vision backbone can im-
prove transfer ability based on structural improvement
and parameter increase. Based on the reparameteriza-
tion method, RepVGG and RepMLPNet convert train-
ing knowledge into the inference stage and integrate
multi-branch information to improve the performance
of the basic model; Compared with the above models,
ViT using the Transformer architecture achieved the
best visual classification performance, indicating the
effectiveness of the model architecture improvement.

– ATNet based on ResNet-50 after passing the heteroge-
neous feature alignment module (distributional align-
ment and content alignment, where the content align-
ment module uses the LCORAL constraint function)
has significantly improved the prediction performance
of image classification, which is more prominent in
NUS-WIDE dataset. Due to the difference in the
distribution of pre-trained data and downstream task
data, there is a problem with domain adaptation when
transferring a pre-trained large model to the target
data set, therefore, ViLT achieved better classification
performance on NUS-WIDE, which is more consistent
with the distribution of pre-training data, but per-
formed poorly on the food classification data set Vireo-
Food172.

– The proposed method CRIF using the heterogeneous
feature alignment module alleviates the semantic gap
caused by the cross-modal difference between visual
modality and text modality by imposing alignment loss
constraints on features of different modes. Data in
Table I shows that CRIF has a strong generalization
ability on data sets in different fields, which achieved
the state-of-art results both on Vireo-Food172 and
NUS-WIDE.

C. Experiments on Video Classification

1) Implementation Details:

• we conduct experiments on backbones belonging to vi-
sual and semantic modalities respectively, then we show
the effects of introducing feature alignment. GRU and
ViLT are chosen as backbones for demonstrating the
model-agnostic character of feature alignment.

TABLE II
PERFORMANCE COMPARISON OF COMMONLY USED NEURAL NETWORK

MODELS ON MSR-VTT AND ACTIVITYNET CAPTIONS DATASETS WHERE
THE ALIGNMENT FRAMEWORK IS BASED ON THE GRU AND VILT
EXPERIMENT (ACC REFERS TO ACCURACY1 AND 5 REFER TO THE

AVERAGE VALUE OF TOP-1 AND TOP-5, THE BEST PERFORMANCE OF
EACH INDICATOR HAS BEEN HIGHLIGHTED IN BOLD)

Methods Model MSR-VTT Activitynet Captions
Acc-1 Acc-5 Acc-1 Acc-5

Visual modality
Backbone

GRU 0.519 0.815 0.802 0.955
, ViLT 0.515 0.817 0.814 0.954

Semantic modality
Backbone

GRU 0.526 0.828 0.224 0.425
ViLT 0.531 0.817 0.249 0.455

Cross-modal
Alignment

GRU 0.545 0.835 0.820 0.957
ViLT 0.560 0.839 0.835 0.964

– ViLT: Pytorch implementation9 for 12-layer single-
stream vision and language transformer [37], using
linear projection and BERT as image and semantic
channel embedding encoder.

– GRU: In-house implementation for Gated Recurrent
Unit [60] using Pytorch.

For the two multimodal video datasets MSR-VTT
and Activitynet Captions visual features and semantic
features of both are extracted. The visual features are
extracted using a pre-trained S3D network with a feature
dimension of 1024. For the MSR-VTT dataset [61], the
text features of sentence descriptions in the semantics
are extracted using the Google Cloud Speech to Text
API network with a dimension of 768 [62], and for the
Activitynet Captions dataset, the audio features in the
semantics are extracted using the VGGish network pre-
trained on the YouTube -8M dataset on top of the pre-
trained VGGish network to extract audio features in the
semantics with dimension 128 [63].

2) Hyper-Parameter Selection:
• In the experiment, we follow the feature dimension

setting of the pre-trained large model ViLT and set the
feature dimension to 768. The experimental model is
optimized using the Adam optimizer during the training
process, where the learning rate is selected from 1e-6 to
1e-3, and then for every 4 epochs of training, the learning
rate of the optimizer decays by a factor of 0.1. The batch
size was selected from {32, 64, 128, 256}.

3) Performance Comparison:
• In this section, we show the effect of the alignment algo-

rithm on the MSR-VTT dataset and Activitynet Captions
dataset, comparing the performance of the underlying
vision model GRU backbone network on top of both GRU
and ViLT models for video classification experiments
based on visual information, semantic information, and
multimodal feature alignment. The obtained results are
shown in Table II. We have the following observations.
– The performance of multimodal information fusion

is apparently higher than that of classification with
only unimodal features. Due to the complementary
property between the semantic information of different

9https://github.com/dandelin/ViLT
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TABLE III
RESULTS OF ABLATION STUDY.ALIGN REPRESENTS CONTENT ALIGNMENT, INFERENCE REPRESENTS THE CROSS-MODAL RECONSTRUCTION FEATURES
OF THE SEMANTIC INFERENCE MODULE, AND FUSION REPRESENTS FEATURE FUSION. THE EVALUATION INDEXES ARE THE SAME AS THOSE IN TABLE

1, AND THE BEST PERFORMANCE IS MARKED IN BOLD.

Method Vireo-Food172 NUS-WIDE
Acc-1 Acc-5 Pre-1 Pre-5 Recall-1 Recall-5

Baseline 0.773 0.932 0.746 0.372 0.410 0.804
+Align 0.788 0.933 0.776 0.382 0.433 0.825

+Inference 0.756 0.886 0.763 0.376 0.426 0.814
+Fusion 0.803 0.931 0.781 0.385 0.436 0.831

TABLE IV
RESULTS OF ABLATION STUDY.ALIGN REPRESENTS CONTENT

ALIGNMENT AND FUSION REPRESENTS FEATURE FUSION. THE
EVALUATION INDEXES ARE THE SAME AS THOSE IN TABLE 1, AND THE

BEST PERFORMANCE IS MARKED IN BOLD.

Method MSR-VTT Activitynet Captions
Acc-1 Acc-5 Acc-1 Acc-5

Baseline 0.515 0.817 0.814 0.954
+Align 0.560 0.839 0.835 0.964
+Fusion 0.568 0.840 0.838 0.951

modalities, the classification enhancement of the fusion
of textual and visual information is more obvious after
the fusion of information.

– The overall performance of the pre-trained large model
ViLT is higher than that of the GRU on the experi-
mental dataset, which demonstrates the superiority of
the pre-trained large modality on the downstream task.
Meanwhile, the multimodal interaction network can
further reduce the bias caused by the inconsistent dis-
tribution between different modalities, and reduce the
heterogeneity between different feature frames through
the collaborative learning of semantic information to
visual information in the feature alignment process.

– The classification performance of the multimodal
alignment algorithm appears significantly improved
after applying it to different models (GRU or VILT),
showing its model-independent characteristics.

D. Ablation Studies

1) Ablation study on image classification: To investigate
the effectiveness of modules in CRIF, we conduct ablation
experiments with ResNet-18 as the baseline model, and the
results are shown in Table III. Due to the background noise
in the images, the baseline networks all performed poorly on
the datasets, and after heterogeneous feature alignment, with
the assistance of text features, the performance of the model
was partially improved. However, the performance of the
model is limited due to the semantic gap between textual and
visual features. After the cross-modal feature reconstruction
module, the model maps visual features to the text modality
space and mines the semantic information contained in the
visual modality. However, due to the loss of information in
the modality mapping, there is a slight drop in performance.
Therefore, we fuse the semantic and visual features to make
the model focus on the main parts of the image, thereby further
improving the performance of the model.

2) Ablation study on video classification: To investigate the
effectiveness of Align modules, we conduct ablation experi-
ments with ViLT as the baseline model, and the results are
shown in Table IV. Similar to image classification, it can be
concluded that heterogeneous feature alignment can reduce
the heterogeneity between different modalities, and fusion can
further improve the characterization ability of the model.

E. In-depth Analysis

In order to verify the effectiveness of the method proposed
in this paper on the performance improvement of the clas-
sification task of the models with the different number of
model parameters, we conducted alignment-based experiments
on the base model ResNet-50 and the pre-trained large model
ViLT respectively. Then we use the t-SNE method to show the
distribution changes of visual features caused by cross-modal
alignment. Specifically, we randomly select 5 categories in the
Vireo-Food172 dataset, and randomly select around 100 image
samples for each category, which are not visible during the
training phase. As shown in Figure 3, the distribution of visual
representations extracted by ResNet-50 and ViLT changes due
to cross-modal alignment.

1) Cross-modal alignment improves image discrimination:
As shown in the Figure 3, image categories mixed in the origi-
nal feature distribution space can be further distinguished from
each other after cross-modal feature alignment. Otherwise, the
discrete points outside the cluster are further concentrated to
the center of the cluster, which reduces intra-cluster distance.
This shows that the visual discrimination ability of the model
is effectively improved by cross-modal feature alignment,
explaining the effectiveness of our proposed method.

2) Pre-training improves visual representation quality:
Compared with ResNet-50 whose category feature distribution
is difficult to distinguish before alignment, the pre-trained
large model ViLT has more visual representations concentrated
near clusters, and the distance between clusters is larger, which
is easy to distinguish. This shows that with the support of
large-scale supervised pre-training and redundant parameters,
the model can obtain higher-quality visual representation
modeling capabilities. For ViLT, through cross-modal feature
alignment, although the discrete points of samples outside the
cluster are further gathered in the cluster center, the inter-
cluster discrimination is not significantly improved.

F. Case Studies

1) Feature alignment performance: In order to verify that
the alignment method proposed in this paper effectively al-
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Fig. 3. The t-SNE visualization of the influence of the feature alignment method on different backbone representation learning, using two models of ResNet-50
and ViLT, randomly selected 5 categories on the VireoFood-172 dataset for experiments. Figures (a) and (b) illustrate the visualization results of resnet50,
and Figures (c) and Figures (d) depict the results of ViLT.

leviates the cross-modal representation heterogeneity between
visual representations and semantic representations, we con-
duct alignment-based experiments on visual and semantic
modalities, and visualize their features by t-SNE to observe
the impact of alignment operation on the distribution of visual
representations and the semantic gap between the two modali-
ties. The specific experimental process is that we randomly
selected a total of 40 test samples on the Vireo-Food172
dataset, including 20 for each modality, and visualized the
original features and the aligned features of these samples,
the result of the visualization is shown in Figure 4.

In the initial stage(figure a), the distance between the
corresponding samples of the modalities is large, and the
overall distribution has obvious deviation, which is caused
by modal heterogeneity. After feature alignment(figure b), the
distribution of heterogeneous modal features in the latent space
is closer than before, and the feature confounding of the visual
modalities is alleviated. Overall, our alignment method clearly
alleviates the problem of distance gap and distribution bias of
cross-modal features in the latent space.

2) Analysis of feature alignment methods: In order to
deeply analyze the influence of different alignment strategies
and alignment functions in the heterogeneous feature align-
ment module on the model performance improvement, we
selected ResNet-18 as the baseline algorithm and conducted

experimental comparison on the Vireo-Food172 dataset. The
experimental Settings were the combination of two alignment
strategies Align and Clip, where Align represents the overall
part of the feature for alignment and Clip represents the
critical part of the feature for alignment, and three alignment
constraint functions (LL2−Norm, LKL, LCORAL, LSSAN )
respectively, in which LL2−Norm is a common alignment
function and LSSAN is the centroid alignment method [18].
As shown in Table V, the performance of visual features is sig-
nificantly improved after alignment in a single visual modality,
while text features are less affected by alignment because the
original features are already performing well. After the fusion
of visual and text features, it can be seen that the fusion
features after alignment perform better, and the performance of
the fusion features is better than the two features before fusion.
Obviously, the heterogeneous feature alignment module not
only ensures the fusion feature performance, but also optimizes
the features of each modality.

3) Multi-modal feature fusion: We tried the prediction per-
formance experiment after the fusion of multi-modal features,
in which the fusion features were respectively from the visual
features and text features after the alignment of heterogeneous
features, and the reconstructed text features across the se-
mantic inference module. The experimental results of directly
concatenating the features of three different modes are shown
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Fig. 4. The t-SNE visualization of the distribution of partial data after alignment, where Figure (a) illustrates the initial feature before alignment, Figure (b)
depicts the feature after alignment, and the number indicates the category to which the feature belongs.

TABLE V
IN THE COMBINED EXPERIMENT OF DIFFERENT ALIGNMENT STRATEGIES AND CONSTRAINT FUNCTIONS ON VIREO-FOOD172, THE DATA RESULTS IN
THE TABLE ARE THE AVERAGE OF TOP-1 ACCURACY. WE CHOOSE CONCATENATING AS THE METHOD OF FEATURE FUSION. THE BEST RESULTS FOR

EACH FEATURE FUSION METHOD ARE HIGHLIGHTED IN BOLD.

Strategy Function Visual Semantic Inference V+S V+I S+I V+S+I

None ResNet-18 0.773 0.975

0.756

0.975 0.776 0.975 0.977

Align

L2-Norm 0.784 0.975 0.976 0.785 0.976 0.979
KL-D 0.778 0.976 0.979 0.790 0.977 0.983

DeepCoral 0.787 0.977 0.979 0.800 0.979 0.982
SSAN 0.778 0.975 0.979 0.794 0.977 0.981

Clip

L2-Norm 0.781 0.976 0.978 0.782 0.978 0.979
KL-D 0.779 0.978 0.978 0.786 0.978 0.980

DeepCoral 0.788 0.976 0.980 0.803 0.979 0.984
SSAN 0.778 0.975 0.977 0.780 0.976 0.982

in Table V, we can conclude as follows.
After the experiment, it is found that after the feature

fusion between the other modalities and the text modality, the
performance of the fused features mainly depends on the text
modality because the text modality is easier to be recognized,
which is similar to the previous research findings. The cross-
modal reconstruction features generated by the semantic in-
ference module can mine the hidden information in the visual
modality, and have a compensatory effect when fused with
the visual modality, then the performance is improved after
fusion. Thanks to the semantic inference module, some of the
information extracted from the visual modality is also helpful
for the text modality, but since the text modality already
performs well, the improvement is very limited.

Finally, we try to concatenate the features of the three
modalities, and the experimental results are similar to the
splicing results of the reasoning modality and the semantic
modality. The performance of the fused features is mainly
dominated by the semantic features, and the visual features
and the inferential features play the role of information supple-
ment. From the results, the improvement of the three-feature
fusion is also limited, which is also because the performance
of the semantic modality is good enough.

V. CONCLUSION

In this paper, we summarize the effectiveness of different
alignment strategies and propose a cross-modal image clas-
sification framework CRIF. The proposed CRIF effectively
alleviates the modal heterogeneity problem by a two-level
feature alignment method along with cross-modal inference
from visual to semantic space. Experiments demonstrate that
the proposed framework can enhance visual representation
learning with the help of semantic privileged information and
promote learning in different modalities.

In the future, we will further analyze the inner mechanism of
feature alignment and study how various alignment methods
affect representation learning, so as to propose more effec-
tive alignment strategies and alignment functions, and further
improve the cross-modal inference proposed in this paper to
encourage model mining semantic information with less noise.
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