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Abstract. Haze classification plays a crucial role in air quality and vis-
ibility assessment. In contrast to traditional image classification, haze
classification requires the classifier to capture the characteristics of dif-
ferent levels of haze. However, existing methods primarily focus on fea-
ture extraction while neglecting the interference of background informa-
tion. To address this issue, this paper proposes a hard attention infused
network (HAINet) for haze classification, consisting of an unsupervised
segmentation module (USM) and a hybrid information fusion module
(HIF). The USM is used to extract haze area information in an unsuper-
vised manner, generating various forms of haze images. The HIA selects
different various forms of haze images, as a hard attention mechanism, to
reduce the impact of background and improve classification performance.
We conduct experiments on two datasets, Hazel-level and Haze-Wild, in
terms of performance comparison, ablation study, and case studies. The
results show that our method effectively reduces the impact of back-
ground noise in haze images and consistently improves the classification
performance.

Keywords: Haze classification · Hard attention · Unsupervised segmen-
tation · Image classification.

1 Introduction

In recent years, deep learning has witnessed remarkable advancements across
various fields, including classification [6, 16, 17, 20, 29, 38, 40], recommendation
[22–25, 30], image generation [14, 15, 35, 39] and federal learning [21, 32]. Haze
classification [7, 37, 43] has gained widespread employment in the field of air
quality and visibility assessment [13, 28], especially autonomous driving [8, 9].
Unlike conventional image classification tasks, haze classification focuses on de-
termining the level of haze in an image rather than identifying objects within
the image. Previous research has primarily concentrated on feature extraction for
haze classification [2,19,33,42]. However, even the state-of-the-art deep learning
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Fig. 1. Illustration to HAINet for haze classification. HAINet generates multiple haze
images including the original image I, the dark channel of original image Id, the seg-
mented image Is and the dark channel of segmented image Ids, which contain multiple
haze information from the input haze image via the dark channel and segmentation
module. The final feature Ea is obtained by a fusion of the images from the selected
images for haze classification Io ⊕ Is = Ia 7→ Ea 7→ C.

methods [19, 41, 44] face difficulties in accurately classifying images with heavy
haze, which can be attributed to the presence of complex backgrounds. There-
fore, there is a need for a method can mitigate the influence of background on
haze classification results.

The haze classification methods currently available can be broadly catego-
rized into three groups: pixel value statistics methods, engineering methods
and haze feature learning approaches. The pixel value statistics methods ob-
tain haze levels by analyzing statistics of prior knowledge haze images, such
as color [3, 10, 27, 31] and dark channel prior [8, 18], which are limited by their
reliance on prior knowledge. Engineering methods methods [36, 43, 45] extract
visible features like edges and colors from input images and use classifiers like
SVM to classify haze levels, but their effectiveness is heavily dependent on the
feature selection [2, 33, 42]. Haze feature learning approaches use deep learning
methods [46, 47] to classify haze images, leveraging techniques such as network
ensembles [33,41], multi-branch training [26,42], and pre-training [2,7]. However,
these approaches have lower performance when classifying heavy haze images,
as the features of the background can interfere with the classification results.

We present a novel approach named HAINet to address the aforementioned
challenges in haze classification, which comprises two main modules: the unsu-
pervised segmentation module (USM) and the hybrid information fusion module
(HIF). The USM module uses the dark channel prior and an unsupervised con-
trastive method to identify and segment the haze regions from the background
scenes. It has two sub-modules: Dark Channel and Segment. The HIF module
takes the original and segmented images from the pre-processed pool as inputs to
the classifier. By concatenating both images and extracting an enhanced feature,
HIF module creates a hard attention mechanism that combines information from
different forms of haze images to improve the performance of the classifier. The
overall framework of the proposed approach is illustrated in Figure 1. The USM
module pre-processes the input image and generates a pool of pre-processed im-
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ages, including the original image, the dark channel of the original image, the
segmented image and the dark channel of the segmented image. The HIF module
fuses these images as input to the classifier and generates an enhanced image.
Overall, HAINet addresses the limitations of existing haze classification methods
by segmenting the haze regions and incorporating hard attention into models.

Experiments were conducted on the Hazel-level [18] and the Haze-Wild datasets,
where the Hazel-level dataset contains 3024 images in 9 classes, and the Haze-
Wild dataset contains 100,000 images in 10 classes. The performance of the pro-
posed method is evaluated with performance comparison, ablation studies, and
case studies. The results show that our method achieves consistent performance
gains as compared with backbones.

To summarize, this paper includes two main contributions:

– A novel haze classification approach HAINet, is proposed to address the issue
of background noise in haze classification tasks by focusing on the haze region
in the image, which is achieved through the extraction of various forms of
haze images, and effectively exclude the negative effects of background noise
on the classification process.

– We explore the role of different haze image forms in the classification task
and show that extracting haze region information can shift the model’s at-
tention from objects to haze. Experiments demonstrate that HAINet can in-
tegrate haze information of pre-processed images and continuously improve
the classification results.

2 Related Works

2.1 Using Pixel Value Statistics as Haze features

The pixel value statistics method involves counting the input haze image infor-
mation, computing the haze value of the input image based on the statistical
results, and comparing the haze value and the threshold value to determine the
haze level [1]. The information comprises the lowest/highest pixel value of the
original RGB image [10, 27], dark channel priors [8], depth map [18], transmit-
ted image [3], etc. These parameters undergo operations such as logarithmic,
division, and pooling calculations to achieve transformation [18]. However, these
methods are constrained by the construction of specific functions, which results
in poor scalability.

2.2 Engineering method

Engineering methods involve extracting features from images through manual
feature engineering and training the model using machine learning methods.
Typically, color histograms [36, 43], color model parameters [45], regions of in-
terest, and power spectral slopes [19] are extracted as features from raw RGB
images, depth maps, and dark channel maps [44]. A regression model, such as
a support vector regression, is then used to predict the level of haze and find
the corresponding class from the index. Alternatively, multiple or cascaded sup-
port vector machines can be employed to directly classify images [44]. While
this method enhances the classification robustness by fitting to a large amount
of data, the selection of features limits the precision of model classification.
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Fig. 2. Illustration of proposed methods HAINet. In forward propagation, the original
image I goes through the USM module to get the pre-processed images pool including
the original image I, the dark channel of the original image Id, the segmented image
Is and the dark channel of segmented image Ids. The HIF module selects images from
the pool and fuses them to generate the augmented image Ia.

2.3 Haze Feature Learning method

The deep learning approach in deep learning allows the model to learn au-
tonomously by extracting features and outputting classification results. How-
ever, since it is difficult to train models using complete haze images, related
works have improved the model training framework. For instance, model en-
semble methods [33,41] achieve feature enhancement by training multiple basic
models and adapting a meta-learner to learn to fuse the basic models’ out-
put. Similarly, the multi-branch method [26, 42] proposes multiple classifiers in
different training branches to obtain better predictions. Pre-training [2, 7] and
multi-task training [46, 47] are also viable options. Although the deep learning
method does not require feature engineering, most current works lack constraints
on the background problem of haze classification.

Overall, deep learning method has made significant progress in haze classifi-
cation, but effective methods for effectively addressing the issue of background
noise in haze images, which could significantly enhance the performance of haze
classification models, are still lacking.

3 Technique

3.1 Framework Overview

As depicted in Figure 2, the proposed framework consists of two main mod-
ules: the USM module and the HIF module. The USM module serves as a pre-
processing step for the input image and generates a processed image pool con-
taining various versions of the original image, such as the dark channel of the
original image, the segmented image, and the dark channel of the segmented
image. On the other hand, the HIF module is responsible for selecting images
from the processed image pool and concatenating them at the channel level for
haze classification.

3.2 Unsupervised Segmentation Module

As illustrated in Figure 2, the unsupervised segmentation module is comprised
of two sub-modules: the Dark Channel module and the Segment module. The
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Dark Channel module is responsible for extracting the darkest pixel in the input
image, while the Segment module utilizes the UCM [12] algorithm to extract
haze information regions from the input image I. Unlike UCM, the Segment
module focuses on the effect of different representations of haze images on the
classification results. The output of this module is a pool of pre-processed images,
including the original image I, the dark channel of the original image Id, the
segmented image Is, and the dark channel of the segmented image Ids.

Dark channel Module Existing work [8] has shown that the haze pixel values
are stable across RGB channels and dark channels. Specifically, the dark channel
image Id is obtained by taking the minimum pixel value across the RGB channels
at each pixel location in the original input image I.

– Calculate the Dark Channel Images. This procedure aims to count the
pixel information in the image I. We use a filter Fd to get the channel map
Id. The filter Fd uses the equation below:

Fd(x) = min
y∈Ω(x)

( min
c∈{R,G,B}

Ic(y)), (1)

where x represents a pixel, Ic(·) denotes the c channel of image I, Ω(x) means
the neighboring pixels of x.

Segment Module Due to the excellent performance of UCM in segmenting
haze, we have chosen to use it as the main program for the Segment module.
However, we have made some modifications to the original method to reduce
the computational burden and improve the efficiency of the program without
sacrificing performance. Specifically, we have changed the method of acquiring
the haze region by removing the step of calculating the denoising map. These
improvements have resulted in faster running times without compromising the
quality of the output. The improved steps are as follows.

– Get the Contrastive map.We use two filters Fb and Fd to get the con-
trastive image Ic. Fd is defined as Eqs 1. Fb and Ic is defined as the following.

Fb(x) = max
y∈Ω(x)

( max
c∈{R,G,B}

Ic(y)), (2)

Ic(x) =

{
255, if x > vthreshold or img mean < gray
x, otherwise

, (3)

where vthreshold = 1
2
(mean(vc) +median(vc)), vc = I b (x) − Id(x), imgmean =

1
3

∑
c∈{R,G,B} (I

c) and gray = 0.3IR + 0.33IG + 0.45IB .

– Get the haze segmented map. We use a filter Fp defined as Eqs 4 to
get the position information of haze region. Then we can obtain the haze
segmented map Is according to the matrix P which get by the Eqs 5.

Fp(x) = max
y∈Ω(x)

Ic(y), (4)

P(x) =

{
0 if Fp(x) == 255
1 otherwise

. (5)

.
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3.3 Hybrid Information Fusion Module

The HIF module is proposed to address the problem of the influence of back-
ground information. This module selects pre-processed images from the pro-
cessed image pool and fuses them for classification. As shown in Figure 2, the
module outputs the haze level classification result.
Input Augmentation The input to this module is a multi-channel hybrid
map, which is created by concatenating the selected pre-processed images. An
encoder ϵa is utilized to extract the feature. Then the feature Ea is forwarded
to the classifier for the purpose of classification. The multi-channel hybrid map
Ia is acquired by utilizing the equations outlined in Eq. 6.

Ia = concat(I, Ip). (6)

where Ip contains [Id, Is, Ids]

Training Strategies HIF is optimized by minimizing loss Lc.
Lc = CE(C,C ‘). (7)

where C means the predicated label and C ‘ means the groundtruth.

4 Experiments
4.1 Datasets
Experiments were conducted on two datasets to evaluate visual haze classification. One
is Hazel-level, while the other is Haze-wild. Further details regarding the two datasets
are provided below:

– The Image Hazel-level Dataset (Hazel-level Dataset): The image Hazel-
level dataset [18] contains 3024 synthetic images with 9 classes. These images are
based on the algorithms and dataset provided by the FRIDA dataset.

– Haze-Wild Dataset: Source datasets contain 5000 sunny and 5000 cloudy images
are used to generate 10 levels of fogging images with original images as level 0
through a monocular depth estimation model [5].

4.2 Implementation details

We implemented the proposed methods and the algorithms in comparison by python.
For proposed HAINet framework, the model details are as follows:
– As for unsupervised segmentation module, We set the parameters as the setting of

the original paper [12]. For the HIF module, the parameter settings vary depending
on the dataset used for experimentation. Specifically, on the Haze-level dataset,
batch size of 16 and a learning rate of 5e-4 are utilized. On the Haze-wild dataset,
batch size of 128 and a learning rate of 1e-3 are used. In both cases, the Adam
optimizer is employed. Additionally, the decay is set to 0.1 or 0.5 for every N
epoches. The base models used in the paper are ResNet18 and ResNet50 [9]. The
original image, along with the pre-processed images, is resized to a size of 64×64.

4.3 Performance Comparison
This section presents a performance comparison between HAINet and existing haze
classification methods, including three pixel value statistics methods: Saturation &
RGB-correlation Detection [1], Filter-Based Fog Detection [10], HSV-Based Fog De-
tection [27], the engineering method SVM [45], and haze feature learning method CNN
PAPLE [41], LeNet5 [11], ResNet18 [9], ResNet50 [9] and VIT [4]. For both algo-
rithms, we fine-tune their hyper-parameters to obtain their best performance in the
experiments. We can observe the followings as shown in the table 1:
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Table 1. Precision comparison of haze classification algorithms on Hazel-level and
Haze-wild datasets.

Type Model
Datasets

Hazel-level Haze-Wild

Pixel Value Statistics Method
Saturation & RGB-correlation [1] 0.1529 0.1018

Filter-Based [10] 0.2063 0.2121
HSV-Based [27] 0.2431 0.1779

Engineering Method SVM [45] 0.4532 0.2601

Haze Feature Learning Method

PAPLE [41] 0.7636 0.5181
LeNet5 [11] 0.8745 0.6843
ResNet18 [9] 0.8998 0.7650
ResNet50 [9] 0.9031 0.7694

ViT [4] 0.8459 0.7890
HAINet(ResNet50) 0.9372 0.8102
HAINet(ResNet18) 0.9328 0.8320

– Among all the methods evaluated, the precision of the Haze-Wild dataset was
found to be lower than that of the Haze-level dataset. This phenomenon suggests
that images with more complex backgrounds can negatively impact the precision
of haze classification.

– The pixel value statistics methods were observed to perform poorly on both datasets,
which could be attributed to the fact that haze levels cannot be accurately assessed
solely based on numerical values. These methods are commonly used to identify
the presence of haze in an input image, and the final haze value can be easily
affected by background factors when measured in numerical terms.

– In comparison to the pixel value statistics methods, the engineering method has
been observed to achieve a performance improvement of 46.21% on both datasets.
However, the performance of this method is constrained by the selection of features
utilized.

– Among the haze feature learning methods, the CNN method has been found to
outperform the handcrafted feature extraction method, achieving a precision im-
provement of 64.07% on the Hazel-level dataset and 99.19% on the Haze-Wild
dataset, which has a simpler background. This result highlights the advantages of
data fitting.

– ViT Performance Analysis. Although ViT achieves competitive results, its per-
formance is still inferior to that of ResNet on the Hazel-level dataset. This could
be attributed to the synthetic backgrounds used in the hazel-level dataset, which
may not fully represent real-life situations. Another reason for the disparity could
be the challenge of transferring pre-trained knowledge from traditional image clas-
sification tasks to the haze classification task. On the other hand, ViT performs
better than ResNet on the Haze-Wild dataset, suggesting its potential for handling
real-life haze scenarios.

– The proposed method has been found to achieve a significant precision improve-
ment over existing methods that use different backbones on both datasets. This
demonstrates the effectiveness of removing background factors from haze images
to enhance the performance of the network.

In summary, pixel value statistics and engineering methods have limited results due to
information loss and assumptions that may not match the data. In contrast, the pro-
posed HAINet achieves significantly better precision on both the Hazel-level and Haze-
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Table 2. Classification precision of different selections of pre-processed images on
Hazel-level dataset and Haze-Wild dataset. O = the original image; D = the dark
channel of original image; O/D(HRS) = the segmented image of O or D

Model
Hazel-level Haze-Wild

ResNet18 ResNet50 ResNet18 ResNet50

O 0.8998 0.9031 0.7650 0.7694

+O(HRS) 0.9251 0.9196 0.8170 0.7878

+D(HRS) 0.9196 0.9262 0.8179 0.8137

+O(HRS)+D 0.9240 0.9207 0.8274 0.7423

+D(HRS)+D 0.9284 0.9328 0.8287 0.8236

+O(HRS)+D(HRS)+D 0.9328 0.9372 0.8320 0.8102

wild datasets compared to existing methods with different backbones. This demon-
strates the effectiveness of using haze images with background factors removed to
improve network performance.

4.4 Ablation Study
In this section, we investigate the effect of the pre-processed images on the classification
results under different methods.

Evaluation on the Input Augmentation with segmented images: As
illustrated in Table 2, the ”+O(HRS)” and ”+D(HRS)” rows indicate that using the
original images with the augmentation of segmented images as input, both achieve
better performance on two datasets and backbones. Notably, except for the case of
using ResNet18 on the Hazel-level dataset, it was found that the augmentation of dark
channel segmented images outperforms the augmentation of original segmented images
alone. This suggests that the dark channel of segmented images contains more infor-
mative features about haze, which can be effectively captured by the model. Overall,
these results demonstrate the importance of incorporating segmented images as an
augmentation strategy for haze classification.

Evaluation on the Input Augmentation with segmented images and
the dark channel of original images: As shown in the row ”+O(HRS)+D” and
”+D(HRS)+D” of the Table 2, the performance improvement achieved by these aug-
mentations is significant compared to the previously mentioned. Specifically, the clas-
sification results obtained using the ”+D(HRS)+D” augmentation outperform those
obtained using the ”+O(HRS)+D” augmentation, albeit only slightly. This finding fur-
ther highlights the importance of removing background factors in haze classification.
By reducing the impact of background information, the model is able to focus more on
the informative features of the haze itself, leading to improved performance.

Evaluation on Input Augmentation with all pre-processed images: As
shown in the row ”+O(HRS)+D(HRS)+D” of Table 2, the model achieves the best per-
formance on the Hazel-level dataset and the Haze-Wild dataset except using ResNet50.
Even when using ResNet50 on the Haze-Wild dataset, the model still shows significant
improvement compared to the base model. This finding suggests that by combining the
respective advantages of segmented and dark channel images, the model can better cap-
ture informative features of haze and thus improve classification performance. Overall,
the results indicate the importance of leveraging background factors and incorporating
appropriate input augmentation techniques for haze classification.
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Fig. 3. Visualization of feature attentions and model predictions of Base model (the
blue branch) and HAINet (the brown branch). We use GradCAM [34] to generate
heatmaps and show outputs near the ground truth, the ground-truth level is emphasized
by background color, while the predicted level is marked in bolded blue and bolded
brown respectively.

4.5 Case Study

In this section, we utilized GradCAM [34] to investigate the variation in model focus
when using haze images with removed background information as an input enhance-
ment method versus using direct input of the original images for haze classification.
The displayed images were randomly chosen from the test set of the Haze-Wild dataset,
and ResNet18 was utilized as the backbone.

As shown in Figure 3 (a), when using the original input, the model predicts the
wrong class, but after adding the input enhancement method, the model correctly
predicts the haze class. The heat map generated by GradCAM reveals that the base
model is more focused on identifying possible objects in the image rather than the haze
region when the original haze image is input. In the specific example, the base model
tends to focus on the lower right corner region, while the haze region is concentrated
in the left rear view, leading the model to make an incorrect prediction. However, after
incorporating the image with the background information removed, the model is able
to focus better on the left region where the haze exists and extract more informative
features about the haze, ultimately leading to a correct prediction of the haze class.
This highlights the importance of input enhancement in improving model attention
and performance in haze classification tasks.

As shown in Figure 3 (b), both the base model using the original image as input
and the HAINet model using input augmentation achieve correct prediction results.
However, in the base model using the original image as input, the heat map shows that
its focus is concentrated on the upper right corner and a small part of the lower left
corner area, while the haze area is mainly concentrated in the upper left corner area,
and the base model only focuses on a small part of the haze area, thus predicting the
correct haze level. The heat map shows the model focuses on the entire haze area and
concentrates on the haze concentration area to get the correct haze level.

In Figure 3 (c) it can be seen the base model successfully predicts the correct haze
level, while the model enhanced by the input augmentation incorrectly predicts the
level. The haze in this image is mainly concentrated on the left side of the Ferris wheel
and above the roof. The heat map indicates the base model’s attention is mainly focused
on the haze region, resulting in a correct classification result. However, the focus of the
base model also extends to the Ferris wheel region, indicating the model may have been
distracted by other elements in the image. After augmentation, the model effectively
narrows its focus on the haze region, but in this particular case, it may have overlooked
some contextual cues that were helpful for the correct classification. Despite the wrong
prediction, the model’s output is still informative. The predicted level is closely related
to the true level and has much higher values than the other levels.
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In Figure 3 (d), the base model and HAINet model using input augmentation both
predict the wrong haze level. The heat map illustrates that the base model concentrates
on identifying objects in the picture, such as the vehicles in the lower right corner and
the buildings in the upper left corner. However, after applying input enhancement, the
HAINet model prioritizes the haze region in the upper right corner and neglects the
objects in the picture, resulting in a different but still incorrect prediction. Notably,
the predicted values of HAINet are closer to the actual values compared to those of
the base model, indicating better performance.

Overall, the classification of haze images is negatively affected by the interference
of background information. The approach presented in this study effectively eliminates
this interference by removing the background information and using it as a hard at-
tention mechanism to direct the model’s focus toward the haze region. This method
proves to be effective in improving the performance of haze classification tasks.

5 Conclusion
This paper introduces an approach named HAINet that effectively tackles the challenge
of separating background information in haze images and improving haze classification
performance. Conventional classification methods often prioritize object detection in
images and disregard haze regions, which is not ideal for the haze classification task. In
our proposed method, the unsupervised segmentation module separates the background
information in input images and generates multiple images containing haze information.
The HAINet model implements a hard attention mechanism, which focuses the model’s
attention on the haze region. Experimental results show that our method successfully
shifts the model’s attention from objects to the haze region, leading to a significant
improvement in haze classification performance.

In future work, we will investigate more suitable image fusion mechanisms that can
better integrate the information from multiple images with mainly haze information,
further improving the model’s ability to focus on the haze region. Additionally, we plan
to further enhance the robustness of the background separation technique, making the
hard attention mechanism applicable to a wider range of image classification tasks
beyond haze classification.
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